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Abstract 
Based on the continuous development of motion capture technology for or-
dinary video images, unmarked optical motion capture has become the fastest 
human posture recognition technology. Compared with other technical 
products, Google’s 3D human body recognition framework—Mediapipe is 
the most mature representative in this field. However, Mediapipe also has 
many defects in the detection of 3D human posture. In this paper, firstly, to 
solve the problem of inaccurate detection of human posture by Mediapipe, 
the accuracy of 2D human posture detection is improved through the speed 
threshold correction method for each joint; According to the problem that 
the monocular camera can not detect the depth Z value in the human posture 
data accurately, the Z value of the joint point is corrected for the human tilt 
angle through statistics; Then, according to the inaccurate recognition of Z 
value caused by large body posture, the accurate correction of Z value of hu-
man posture under different body posture is realized by normalizing the si-
mulation proportion of each body limb; Finally, in order to solve the problem 
of jitter, lag problem and periodic noise in multiple frames caused by the 
speed change of human joints, one euro filtering and mean filtering of joint 
data are carried out. This paper verifies that the accuracy of 3D human post-
ure detection based on the improved Mediapipe is more than 90% through 
the multi-pose recognition test for people of different heights, weights, ages 
and gender. 
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1. Introduction  

In today’s field of computer vision, human posture recognition is a hot topic of 
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research work. Its main task is to detect the position of key points of human 
body in video or image. By inferring the key feature points of the whole body 
from the RGB video frame, the function of corresponding expansion based on 
some key feature points is realized. This technology has a broad application 
prospect in human-computer interaction, posture tracking, behavior recognition 
and other fields. Therefore, it is very important to realize accurate recognition of 
human posture, especially to detect the position of key points on the human 
body. 

2. Current Situation Analysis 
2.1. Development of Human Posture Technology 

Motion capture technology is a technology that records the relevant data and re-
stores the posture of human body structure through external devices [1]. As ear-
ly as the 1980s and 1990s, motion capture technology has gradually been active 
in all major film industries. With the development of motion capture technolo-
gy, motion capture technology has gradually evolved from traditional wearable 
device [2] technology to many optical motion capture system technologies based 
on computer vision principles [3]. 

In recent years, with the rapid development of the field of computer vision 
and the gradual improvement of artificial intelligence technology, in the optical 
motion capture system, the human posture recognition technology based on 
motion capture of ordinary video images [4] has been widely and profoundly 
applied in the relevant fields of computer vision. 

2.2. Human Posture Recognition Category 

According to the differences in human posture dimensions, human posture esti-
mation tasks can be divided into 2D human posture estimation and 3D human 
posture estimation [5]. The goal of 2D human pose estimation (2D HPE) [6] is to 
locate and identify the key points of the human body, and connect these key points 
according to the joint sequence to form a projection on the two-dimensional plane 
of the image, so as to obtain the human skeleton consistent with the real person 
[7]. 

The main task of 3D human pose estimation [8] (3D human pose estimation, 
referred to as 3D HPE) is to predict the spatial position of human joint points in 
3D space, which provides X, Y and Z coordinates for each landmark. 

2.3. Human Pose Recognition Algorithms at Home and Abroad 

In recent years, with the successful application of deep learning in the field of 
human posture estimation, the accuracy and generalization ability of 2D HPE 
have been significantly improved. The more advanced is the open-source library 
Openpose [5] developed by Carnegie Mellon University (CMU) based on con-
volutional neural network and supervised learning, which is the most popular 
2D human posture estimation method at present, and it is an open-source 
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real-time multi-person detection with high accuracy key points, However, 3D 
human posture data cannot be recognized, and the robustness is poor, and the 
requirements for computer graphics card equipment are high [8]. 

PoseNet [9] is a technical solution for posture estimation released by Tensor-
Flow and Google Creative Lab. PoseNet can also be used to estimate a single 
pose or multiple poses, and it is not too dependent on the performance accelera-
tion of GPU, but it is also unable to recognize 3D human posture data. 

In practical applications, because 3D HPE adds depth information on the ba-
sis of 2D HPE, its expression of human posture is more accurate than 2D HPE, 
so its application scope and research value are higher than 2D HPE. Through 3D 
posture estimation, we can determine the angle of each joint of human skeleton, 
which can be widely used in human-computer interaction, motion analysis, re-
habilitation training, etc. The mainstream 3D HPE includes the following: 

MoveNet [10] is an ultra-fast and accurate model that can detect 17 key points 
of the body. However, this model is a lightweight 3D HPE framework that 
mainly supports mobile phones. Compared with PC, the accuracy of human 
posture recognition is not high. 

Baidu’s 3D limb key point SDK technology inputs RGB images through ordi-
nary monocular cameras, outputs the 3D coordinate information of the 16 core 
key points of the human body, detects, tracks and accurately estimates the 3D 
posture of the human body in real time, and is compatible with iOS, Android 
and embedded platforms. However, it has a high occupancy rate of GPU, and 
has a big problem in the prediction of the depth of the human body. 

Mediapipe, a data stream processing machine learning application develop-
ment framework developed and open source by Google, is a learning develop-
ment framework with built-in fast machine learning reasoning and processing, 
and can also achieve end-to-end acceleration on common hardware. Compared 
with the above human posture algorithms, Mediapipe not only reduces the de-
pendence on the performance of graphics cards, but also can realize 3D human 
posture recognition, where the X and Y values are more accurate, But there is a 
big error in the depth Z value [11]. 

Based on many problems of Mediapipe in 3D HPE, firstly, according to the 
unstable problem of human posture recognition caused by light environment, 
the accuracy of recognition of X and Y values in human posture coordinates in 
2D is improved by joint velocity threshold method; According to the problem of 
inaccurate detection of depth Z value in 3D human body posture by monocular 
camera, through the test of Mediapipe human body detection, it is found that 
the inaccurate prediction of Z value is mainly related to two factors, namely, 
human body tilt and limb large motion posture, which will lead to the overall tilt 
of the human body and limb length difference, respectively, The statistical me-
thod of human body tilt and the method of limb simulation scale normalization 
are used to correct the Z value; Finally, according to the situation that the speed 
of a joint changes too fast in the short term and there is pulse interference and 
uniform noise in the long term, the one-euro filter and the mean filter are used 
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to smooth the data. 

3. Improvements to Mediapipe  

Mediapipe is a framework for Google to deploy the model forward after training 
the human posture data. Due to the influence of the human posture data set 
when labeling, the trained model has many defects in the detection of 3D human 
posture. The deep learning algorithm relies on a large number of training data. 
However, due to the high difficulty and cost of 3D pose annotation, many data 
sets are collected in a specific laboratory environment, which leads to many in-
accuracies in the accuracy of Mediapipe detection. 

It is very difficult to label the 3D human posture data set, which requires a va-
riety of lasers, cameras, wearable infrared receivers and other devices. Due to the 
difficulty of data collection, Google has not disclosed the precious data set. 
Therefore, this article cannot retrain according to the defects of Mediapipe, so it 
is necessary to carry out special treatment according to the bad detection effect 
of 3D human posture based on Mediapipe. For example, the results show that 
the accuracy of the detection of 2D joint points of Mediapipe will decrease due 
to the influence of the light environment. In this paper, we can use the speed 
threshold method mentioned below to perform special processing on the video 
in different light environments. 

Secondly, when the 3D human pose is detected under the monocular camera, 
the depth Z value of the human joint will have the problem of inaccurate data. 
Therefore, this paper starts with the multi-solution problem of the mapping 
from 2D image to 3D pose when predicting the human pose through monocular 
images, because this is an important reason for the accuracy of the monocular 
camera’s prediction of the depth Z value on the human pose to decline. The spe-
cific method can be used to correct the Z value through the human tilt statistical 
method and the human limb proportion simulation in the following. 

3.1. Abbreviations and Acronyms Introduction to Mediapipe 

The Mediapipe developed by Google was originally designed to analyze audio 
and video on YouTube in real time. Later, with the gradual development of 
computer vision technology, Google has widely used many internal products 
and services in many aspects such as camera target detection, augmented reality 
advertising and cloud vision API application. From 2012 to now, Mediapipe has 
become the most popular open source learning and development framework for 
human posture detection. 

Mediapipe can provide a cross-platform, customizable machine learning solu-
tion for many live and streaming media. As a learning framework built by the 
multimedia machine learning model pipeline, Mediapipe can process the data 
related to time series such as video and audio in the multimedia, and has less 
resource consumption. It can run across platforms on mobile devices, worksta-
tions and servers, and supports GPU acceleration for different devices (Figure 
1). 
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Figure 1. Mediapipe Pose’s position detection of 33 posture joints. 

 
Mediapipe has many functions, including face recognition, iris detection, 

posture, hands, hair and other target detection. Users can develop applications 
for different functions according to their business needs. Taking pose detection 
as an example, Mediapipe Pose is a machine learning solution for high-fidelity 
body pose tracking. BlazePose research is used to infer the 3D coordinates of 33 
joint points on the whole body in real time from each frame of RGB video, 
where Z represents the coordinate depth. The depth of the hip midpoint is the 
origin. The smaller the value, the closer the coordinate is to the camera. 

3.2. Speed Threshold Correction Method 

Mediapipe’s detection of human posture is not accurate. In some frames, when 
the ambient light changes, it will show that the previous frame is still the normal 
detection of human posture, but the next frame will show false detection. For 
example, in a continuous frame of video, the human body in a certain frame is 
doing normal actions. At this time, Mediapipe’s detection of the human body in 
the video also presents a normal 2D human posture; However, when the light or 
surrounding objects change in the next frame, Mediapipe will immediately shift 
from the normal detection of human posture in the previous frame to the detec-
tion of surrounding objects, which leads to a decline in the recognition rate of 
human posture detection. As shown in Figure 2 and Figure 3, the left image 
shows the correct detection results of the human posture of Mediapipe at frame 
134 of the figure skating video, and the right image shows the error detection 
results of the human posture of Mediapipe at frame 135 of the figure skating 
video.  

In order to improve the accuracy of the recognition of 2D human posture 
when Mediapipe detects the human body, this paper collects standard motion 
videos of various professional sports athletes and fitness coaches, such as 12 
kinds of motion videos, such as basketball, figure skating, tai chi, aerobics, mar-
tial arts, yoga, gymnastics, etc. These videos have stable environment and stan-
dardized human movements, and can be used as standard human posture vid-
eos. As shown in Figure 4 and Figure 5, the competition action of Chinese na-
tional skater Jin Boyang and the indoor fitness action of Pamela, the hottest fe-
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male fitness coach on YouTube, take these official standard video actions as the 
change threshold of the standard joint point rate (the ratio of the change of 2D 
coordinates of the joint point in two consecutive frames to time). When the 
change rate of human joint point detected by Mediapipe between two consecu-
tive frames is lower than this threshold, the joint point will not be corrected; If 
the change rate of detected human joint points between two consecutive frames 
is higher than this threshold, the joint point coordinates can be corrected 
through this threshold, thus reducing the false detection to a certain extent. 

The specific method is to run the above 12 standard human motion videos 
through Mediapipe. Each frame of these standard human motion videos is basi-
cally accurate in the detection of human posture (the 2D human skeleton de-
tected in each frame is compared with the real human skeleton points by the 
tester, and only a few frames in each segment of thousands of frames have de-
fects), and then sample the 2D coordinates of each joint point of human posture, 
At this time, the sampling is to record the coordinates of each joint point in each 
frame. 

 

 
Figure 2. Correct detection of human posture.   

 

 
Figure 3. Error detection of human posture. 
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Figure 4. Standard action of skating. 

 

 
Figure 5. Standard action of indoor 
fitness. 

 
The coordinate displacement of each joint point j( ( )1,33j∈ ) is achieved by 

the 2D coordinate offset distance (Pi-1, Pi) of the i − 1 frame data Pi-1(Xi-1, Yi-1) 
and i frame data Pi(Xi,Yi):  

( ) ( ) ( )2 2
1 1 1Distance ,i i i i i iP P X X Y Y− − −= − + −            (1) 

The ratio of Distance (Pi-1, Pi) to the current height can be calculated to ensure 
that the human body in the video at different resolutions will not be affected by 
the height difference: 

( ) ( )1 1NewDistance Distanc, e , Heighti i i iP P P P− −=           (2) 

The time difference between the latest coordinate offset New Distance(Pi-1, Pi) 
and the two adjacent frames ΔT, At the i-th frame of the k-action video, each 
joint point j will generate each rate change value Vkji (in the following formula, k, 
j and i respectively represent the video action sequence, joint point number and 
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frame number): 

( )1NewDistan ,ce ikji iV TP P−= ∆                  (3) 

In this N-frames video, the average velocity Vkj of each joint point j is: 

( ) ( )2 1kj kjii
NV NV
=

= −∑                     (4) 

Then 12 tables were generated from 12 action videos, each table recorded the 
speed average of each joint point j, and each joint point calculated the speed av-
erage of the 12 tables to generate the speed threshold that can take into account 
all actions: 

( ) ( )12
1Threshold 12kjkj VV
=

= ∑                  (5) 

Finally, a speed threshold correction table with 33 joint point speed thresholds 
was generated. 

3.3. Human Body Tilt Statistics 

When Mediapipe predicts the human posture of a monocular image, the map-
ping from a 2D image to a 3D posture is a multi-solution problem, which results 
in that the detection of 3D human posture by Mediapipe always presents differ-
ent degrees of tilt (reflected in the fact that the human head is close to the cam-
era and the foot is far away from the camera in the 3D space) regardless of the 
camera’s shooting angle. As shown in Figure 6 and Figure 7, when a person is 
standing upright, the 3D posture data predicted by Mediapipe for the human 
body will have the upper body tilt towards the direction of the camera and the 
lower body tilt towards the opposite direction; As shown in Figure 8 and Figure 
9, when the human hand is at a higher height, the height of the hand will cause 
the human body to tilt more. The higher the height of the hand, the more se-
rious the tilt of the 3D posture data of the human body will be predicted by Me-
diapipe. This is mainly because Google lacks data collection of different hand 
heights when training the Mediapipe model. 

In order to solve the problem of different degrees of tilt between the 3D hu-
man posture predicted by Medipiepe and the real human posture under different 
hand heights, this paper uses tables to record the relationship between the dif-
ferent heights of human hands and the different tilt degrees of the body in the 
real world to correct the wrong tilt of the 3D data predicted by Medipiepe under 
the corresponding tilt degrees. 

Specifically, in the real world, when a person maintains a straight standing 
posture, the upper body tilt tan value is 0, and the upper body tilt tan value pre-
dicted by Mediapipe should also be 0. The accurate Z value of the shoulder cen-
ter point can be obtained by formula (1), ΔY is the Y value difference between 
the shoulder center point and the hip center point, and Tan(Reality) is the incli-
nation of the human body in reality: 

 ( ) ( )Reality Tan RealityZ Y= ∗∆                 (1) 
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The scaling factor between the real Z value and the original Z value predicted 
by Mediapipe can be calculated according to formula (2) α: 

( ) ( )Reality MdpZ Zα =                      (2) 
 

 
Figure 6. Data of hand lift in 3D.   

 

 
Figure 7. Hands lift in reality. 

 

 
Figure 8. Data of 3D middle hand lifting.  
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Figure 9. Hands lifting in reality. 

 
Since the inclination of all joint points is consistent, the scaling factor α To 

find the true Z value of other joint points in turn: 

( ) ( )Others Reality Others MdpZ Zα= ∗               (3) 

The lack of data sets of different hand heights during the training of the Me-
diapipe model results in the influence of the height of the hand on the inclina-
tion of the human body. Therefore, we should also take the height of the hand 
and the inclination of the upper body as variables, record the true human body 
inclination and the predicted inclination of Mediapipe under different hand 
height postures except for the upright standing posture, and obtain the scaling 
coefficient under different conditions. 

As shown in Figure 10, the true inclination when the human hand is raised 
and tilted 15 degrees and the predicted inclination of the corresponding Media-
pipe are respectively. The tilt is corrected by the above formula to make the pre-
dicted Z value of Mediapipe more accurate and effective. 

According to observation, when the human body leans 90 degrees, the human 
body posture predicted by Mediapipe is similar to the real human body posture, 
so the inclination of the upper body is divided into five parts from 0 degrees to 
90 degrees. According to the characteristics of the human body, the height of the 
hand is also divided into five parts from below the crotch to above the head, and 
other critical values adopt linear interpolation. 

3.4. Simulation of Human Limb Proportion 

In Mediapipe, when the human body presents some movement postures, such as 
kicking and extending the arm, the 3D human body data will have limb defor-
mation (the arm or leg will become excessively longer or shorter compared with 
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the real human body limb), which is caused by the inconsistency between the Z 
value of some joint points predicted by Mediapipe and the real Z value under the 
complex limb posture of the human body. To solve this problem, the method of 
human limb simulation [12] can be used to realize the normalization of limb 
proportion. 

Specific implementation: firstly, the eight-headed body (body height = 8 * 
head length) in the 3D model is used as the human body standard. As shown in 
Figure 11, a standard human body body proportion table is generated by col-
lecting the proportion of each limb part to the height. When Mediapipe predicts 
the posture of the human body at each frame, the corresponding Z value is cor-
rected by calculating the proportion of the length of each limb of the current 
human body to the height. 

 

 
Figure 10. Adjust Z (Mdp) to Z (Reality) 
when the hand is raised and tilted 15 degrees. 

 

 
Figure 11. Proportion length of each 
limb in the eight-headed body. 
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3.5. Mean Filtering and One-Euro Filtering 

When the RGB camera captures the motion, due to hardware problems, the 
camera itself is out of focus or shooting is unstable, the coordinate values (X, Y, 
Z values) of the joint point predicted by Mediapipe will be unstable, as shown in 
the signal diagram in Figure 12. Here, the Y value in the hip joint point is taken 
as an example (X, Y, Z values have the same change effect), and the horizontal 
axis is time (spacing unit is frame). The vertical axis is the Y value (spacing unit 
is 1K pixels), and the Y value is 0 when the hip is at the center of the image. The 
data will have an instantaneous shift from the ideal position in a short time, and 
there will be the influence of uniform noise in a long time. This paper combines 
the mean filtering and one-euro filtering algorithm to filter the original data, so 
as to reduce the dynamic error caused by the data instability. 

In the numerical value of human posture movement, the coordinates of the 
corresponding joint points in the front and back frames will change greatly, so 
the large numerical fluctuation in a short period is also called pulse interference, 
which is mainly caused by the noise generated by the speed change of the joint 
points in a short period of time in numerical value during some actions. To solve 
this problem, the one-euro filtering algorithm [11] is adopted in this paper, This 
is a low-pass filter that filters noise signals in real time, mainly to reduce jitter 
caused by signal change rate. The filter is equipped with two configurable para-
meters, the minimum cut-off frequency fcmin and speed coefficient β. 

( ) 1
ˆ 1 , 2i i iX X X iα α −= ∗ + − ∗ ≥                  (1) 

X is the abscissa value of the joint point (also can be Y, Z), the signal value of 
Ti at the time of frame i is expressed as Xi, and the filtered signal is expressed as, 
where the smoothing factor [ ]0,1α ∈  is not a constant, but adaptive, that is, it 
is dynamically calculated using information about signal change rate (speed). 
The adaptive smoothing factor aims to balance the trade-off between jitter and 
lag. At low speed, the numerical weight of the joint point at the current time will 
increase, and the numerical weight of the previous frame will decrease. At low 
speed, the value on the signal graph will be more stable, thus reducing jitter; At 
high speed, the numerical weight of the current time will decrease, and the nu-
merical weight of the previous frame will increase. At this time, the lag of the 
value on the signal graph will be reduced. The smoothing factor is defined as:  

 ( )( )1 1 1 eTα = +                        (2) 

where Te is the sampling period calculated according to the time difference be-
tween samples:  

1e i iT T T −= −                          (3) 

When the video frame rate is 30, the sampling period is usually once for two 
frames, and Te is 1/15 second. 

τ Is the time constant calculated using the cut-off frequency:  

 1 2 cfτ = π∗                          (4) 
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Figure 12. Raw data of head joint point Y value. 

 
The cut-off frequency fc increases linearly with the increase of the rate of 

change (i.e. speed), where fcmin > 0 is the minimum cut-off frequency, β > 0 is the 
speed coefficient: 

min ic c Xf f β= + ∗                       (5) 

Xi-1 is the unfiltered signal value of the current frame, Xi is the filtered signal 
value of the previous frame, Xi-1 is the rate of change between Xi and Xi-1 in the 
unit time Te, the rate of change as the discrete derivative of the signal Xi-1, Xi-1 is 
calculated as follows: 

0iX =  

( )1
ˆ , 2i i ei X X TX i−= − ≥                     (6) 

There are two configurable parameters in the model, minimum cut-off fre-
quency fcmin and speed coefficient β. At low speed, a low cutoff stabilizes the sig-
nal by reducing jitter, but with the increase of speed, the cutoff is increased to 
reduce delay. In order to minimize jitter and lag when tracking human motion, a 
simple two-step procedure can be used to set two parameters. When the body 
parts remain stable or move at a very low speed, reduce fcmin to reduce jitter 
again, and maintain acceptable delayed movement during these slow processes. 
Next, the human body moves rapidly in different directions, and β will increase. 
The key is to minimize delay. If high speed hysteresis is a problem, increase β; If 
slow jitter is a problem, reduce fcmin. Finally, by reducing the minimum cut-off 
frequency fcmin, the numerical jitter at slow speed will be reduced and the data 
will be more stable; Increase speed coefficient β. It will reduce the lag caused by 
fast speed and make the information more accurate and effective. Through many 
tests, the default setting of β is 0, and fcmin is set to 1. 

The second kind of filtering is the mean filtering algorithm, which is mainly 
used to keep the value stable in the overall time period so as to smooth the over-
all data. During filtering, each coordinate value of each joint point is averaged 
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within N frames. When the value of N is large, the filtered joint point value is 
relatively smooth, but the sensitivity is poor, that is, the data of the N-th frame 
node is affected by the data of the previous N − 1 frame, which seriously wea-
kens the proportion of the frame node data in this frame, resulting in the reduc-
tion of the action amplitude compared with the real degree; On the contrary, 
when the value of N is small, the filtering and smoothing effect is poor, but the 
sensitivity is good, and the visual effect will show that the action amplitude has a 
certain degree of increase. There are two modes for Mediapipe operation: 1) only 
running CPU 2) CPU and GPU calling at the same time. After testing, the effect 
of taking 5 frames of N is the best in the mode of running CPU only, and the ef-
fect of smoothing is ideal when taking 2 frames of N in the mode of CPU and 
GPU calling simultaneously. 

4. Experiment and Results Analysis 
4.1. The Experimental Environment 

In order to verify the effectiveness of the improved Mediapipe proposed in this 
paper for 3D human posture detection, the following comparative experiments 
were carried out. The experimental environment is CPU Intel Core i7-8750H, 
main frequency 2.21 GHz, memory 16GB, GPU GeForce GTX 1050 Ti, memory 
4096 M, operating system Ubuntu 18.04, Mediapipe version 0.8.6, development 
environment G++8.40, Bazel 4.20. This paper uses 30 FPS video or 30 frame rate 
USB camera to shoot in indoor or outdoor scenes. The test population is be-
tween the ages of 12 and 50, with a height of 1.5 m - 1.95 m and a weight of 40 
kg - 90 kg, covering men, women and children. 

4.2. 2D Detection of Human Posture 

According to the problem of inaccurate detection of 2D human posture by Me-
diapipe, the human posture was corrected by the speed threshold correction 
method, and the recognition test of human posture was carried out through 52 
non-standard videos (the video length is within 300 - 1500 frames, and the video 
is the non-standard video that caused the inaccurate detection of Mediapipe due 
to the change of light environment). 

This paper verifies the feasibility of the detection experiment by evaluating the 
average accuracy of a single frame (the ratio of the number of accurate joint 
points to the total number of joint points) and the overall accuracy of the video 
(the accuracy of the correct frame to all frames). The data is shown in Table 1: 

 
Table 1. Comparison of objective evaluation indexes of 2D human posture detection be-
fore and after the improvement of Mediapipe. 

Evaluation index/algorithm The original one, the Mediapipe Subhead 

Average accuracy 71.76% 93.52% 

Overall accuracy 75.42% 96.28% 
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From the experimental data in Table 1, we can see that the average accuracy of 
Mediapipe’s 2D human posture detection data after the speed threshold method 
has been improved from 71.76% to 93.52% through the test of 52 non-standard 
videos. It can be seen from the effect pictures in Figure 13 and Figure 14 that 
the recognition of human skeleton points by the speed threshold method is clos-
er to the real human skeleton points in the 2D plane effect, and is more accurate 
than the original Mediapipe in the detection of 2D human posture. 

4.3. Detection of Z Value in 3D Human Posture 

Aiming at the problem that Mediapipe can not detect the Z value of 3D human 
posture accurately due to human body tilt, this paper first modifies the human 
posture through human body tilt statistical method, and basically achieves the 
consistency of the predicted human posture of Mediapipe and the tilt of human 
posture in the real world. By calculating the tilt value of the two, the accuracy 
reaches more than 80%. The corrected effect is as follows (Figure 15):  

 

 
Figure 13. Misrecognition of human posture by Midiapipe.  

 

 
Figure 14. Correction of human posture recognition by velocity 
threshold method. 
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Figure 15. Modified Mediapipe’s prediction of 3D human posture. 

 
In view of the problem that Mediapipe can not detect the Z value in 3D hu-

man posture accurately due to the large body posture, this paper modifies the 
human posture through the human simulation scale normalization method, as 
shown in Figures 16-18 below. When a person does a leg lift, the corrected limb 
data is more accurate than the original data. Through the standard human body 
proportion table, each frame of human body posture data predicted by Media-
pipe has been accurately adjusted with the relevant Z value data, effectively eli-
minating the stretch deformation in the visual effect caused by the excessive am-
plitude of human body limbs, and further improving the recognition accuracy of 
human body posture.  

4.4. Filtering of 3D Human Posture Data 

Finally, according to the problem of pulse noise and uniform noise caused by too 
fast movement of joint points due to hardware problems, camera itself out of 
focus or shooting instability when capturing the action of RGB camera, the 
above video samples are used for one-euro filtering and mean filtering respec-
tively. The effect image intercepted by multiple filters under long video is shown 
in Figure 19. Here, the Y value is taken as an example, and the horizontal axis is 
time (spacing unit is frame), The vertical axis is the Y value (the spacing unit is 
1K pixels), which represents the broken line signal graph of the five filters com-
pared with the original data and the data after adding noise. From the graph, it 
can be seen that the moving average filter, single exponential filter, double ex-
ponential filter and Kalman filter have caused the loss of some peak values to a 
large extent, and the loss of action detail data is serious; In addition, there is a 
serious lag problem at high speed, while one-euro filtering has the characteristics 
of being more sensitive to jitter at low speed of the joint point, and can reduce 
the lag at high speed, which not only retains the details of the original data to a 
great extent, but also effectively solves the problem of numerical jitter and nu-
merical lag caused by the speed change of the joint point. 
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Figure 16. Original data. 

 

 
Figure 17. Corrected data of detected human. 

 

 
Figure 18. Corrected data. 
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Figure 19. Filtering diagram of human joint point values by 
different filters at different times. 

 
In the mean filtering, as shown in Figure 20, the blue color of the signal graph 

is the original coordinate value of Mediapipe, and the green color is the coordi-
nate value after the mean value. Here, take the Z value as an example, the hori-
zontal axis is the time (spacing unit is frame), and the vertical axis is the Z value 
(spacing unit is 1 K pixel). Compared with the original value, this filter has a 
good suppression effect on periodic interference, high smoothness, and can ef-
fectively remove the impact of noise caused by the rapid change of non-joint 
points over a long period of time, especially for the noise generated by uniform 
distribution. It has a very good smoothing effect on the overall value, and the 
visual effect is smoother. 

This paper verifies the feasibility of the detection experiment by evaluating the 
average accuracy rate of a single frame (the ratio of the number of accurate joint 
points to the total number of joint points) and the overall accuracy rate of the 
video (the accuracy rate of the correct frame to all frames) of the effect image of 
Z value detection in 3D human posture. The data is shown in Table 2. 

From the experimental data in Table 2, it can be seen that the average accu-
racy rate of 2D human posture detection data of Mediapipe through human tilt 
statistics, limb simulation, one-euro filtering and mean filtering has increased 
from 32.43% to 95.87%, and the overall accuracy rate has increased from 34.26% 
to 96.12%, through a total of 500 tests on 20 people of different height, weight, 
age and sex, Significantly improved Mediapipe’s detection of 3D human posture. 
It can be seen from the effect diagram in Figures 15-20 that the improved Me-
diapipe is more accurate than the original Mediapipe in detecting the Z value of 
the 3D human posture. The 3D data of the human body is closer to the real hu-
man posture in space, and the noise removal effect is obvious on the digital sig-
nal diagram. Finally, the movement of the characters in the overall video is more 
smooth and smooth. 
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Figure 20. Average filtering. 

 
Table 2. Comparison of objective evaluation indexes of Z value in 3D human posture de-
tection before and after improvement of Mediapipe. 

Evaluation  
index/algorithm 

The original  
one, the  

mediapipe 

Human body  
tilt statistics  

method 

Body  
simulation  

method 

One  
euro  
filte 

Mean  
filter 

Average accuracy 32.43% 81.57% 91.54% 93.916% 95.87% 

Overall accuracy 34.26% 82.58% 92.47% 93.979% 96.12% 

5. Conclusion 

According to Mediapipe’s inaccurate detection of human posture, The accuracy 
of 2D human posture detection is improved by correcting the rate of each joint; 
The inaccurate prediction of depth Z value in human posture data by monocular 
camera, Z-correction of the human tilt angle, Improve the accuracy of the hu-
man body on the Z value of the joint point under different tilt degrees; Accord-
ing to the problem of inaccurate identification of the limb joint point Z value 
caused by the large limb posture of the human body, By integrating the simu-
lated proportion of the human body, The accurate correction of Z value of hu-
man posture under different limb posture is realized; Finally, for the periodic 
noise problem of inaccurate detection and continuous multiple frames due to 
the excessive speed of human joints, Euro filtering and mean filtering of the data 
were performed on the joint points, The problem of jitter lag and uniform noise 
in the point speed change of human joints is solved. Finally, the detection of 3D 
human posture was improved by the improved Mediapipe. In the future, the re-
search on human posture will be more popular in the computer field. According 
to the accurate 3D human posture data, corresponding motion recognition, be-
havior analysis, rehabilitation detection and human-computer information inte-
raction can be carried out, which has a broad development prospect. 
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