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Abstract 
Indoor environmental quality has always been the focus of people’s long-term 
attention. How to monitor the indoor environmental level conveniently and ac-
curately is a problem that people pay attention to now. After research, an indoor 
environment level monitoring system based on LoRa communication is de-
signed. The system is mainly divided into two parts, the detection node, and the 
monitoring terminal. Temperature, humidity, light intensity, noise, formalde-
hyde, and carbon dioxide are detected through the node with STM32F103ZET6 
microcontroller as the controller; the data is sent to the monitoring terminal 
for display through LoRa communication. At the same time, the T-S fuzzy 
neural network (TSFNN) is improved by the particle swarm optimization 
(PSO) algorithm to classify the indoor environment quality level. Experimen-
tal test: the total error of the improved TSFNN model test set is reduced by 
8.6007. The system can monitor the indoor environment level objectively and 
reliably, and has high practical value. 
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1. Introduction 

In recent years, with the continuous improvement of material conditions, people 
are more and more concerned about the living and working environment. Espe-
cially after the spread of COVID-19 around the world, people’s concept of life 
and work has undergone tremendous changes, and more attention has been paid 
to the quality of the indoor environment [1]. People usually judge whether the 
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indoor environment is suitable for life and work according to their subjective 
feelings, but it is difficult to make accurate evaluations through human subjec-
tive judgment for some environmental factors that are difficult to be identified 
by feeling. 

At present, scholars have carried out research on indoor environmental qual-
ity evaluation. Li Minghai [2] obtains the weights of each index through the 
AHP and then obtains the comprehensive results of the fuzzy evaluation through 
the fuzzy comprehensive evaluation method. Chen Huaiyu [3] determined the 
weight of each evaluation index through the entropy weight method, and then 
made a comprehensive evaluation through the attribute recognition theoretical 
model. However, the calculation process of this method is cumbersome, and the 
attribute measure and fuzzy membership degree in the model are not easy to 
determine. Yong Wang [4] used the improved BP neural network model to eva-
luate indoor air quality. However, the BP neural network itself has low learning 
efficiency, and it is easy to fall into the local minimum value and cannot find 
the global optimal solution, which limits its application in indoor environment 
evaluation. 

In terms of indoor environment monitoring, Yan Dongwen [5] designed a 
monitoring system based on ZigBee wireless network, aiming at the disadvan-
tages of traditional monitoring systems such as difficult wiring and poor flexibil-
ity. However, the ZigBee network has problems such as short transmission dis-
tance and poor penetration ability, and it is poor in large-scale networking 
communication. Ismaila B. Tijani [6] proposed a sensor node with a wireless 
sensor network function for monitoring air quality conditions. However, this 
node only monitors the air environment, and factors that affect the quality of the 
indoor environment include thermal environment, light environment, and sound 
environment. Zhou Chengzhuang [7] uses LoRa technology for networking com-
munication and monitoring the home environment. However, this system only 
monitors the changes in environmental indexes in bedrooms, bathrooms, study 
rooms, and kitchens, and does not comprehensively analyze and evaluate envi-
ronmental quality. 

Based on the above problems, this paper designs an indoor environment mon-
itoring system based on LoRa communication, mainly for temperature, humidity, 
light intensity, noise, formaldehyde, and carbon dioxide. The detection data is 
sent to the monitoring terminal through LoRa communication, combined with 
the improved TSFNN evaluation model to achieve real-time monitoring of the 
indoor environmental quality level. 

2. System Overall Structure Design 

The system is mainly composed of detection nodes and monitoring terminals, as 
shown in Figure 1. The indoor environment monitoring and evaluation system 
based on LoRa communication [8] can collect indoor environmental quality data 
in real-time, evaluate the collected data through the indoor environment classi-
fication model, and display it on the OLED screen of the monitoring terminal. 
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Figure 1. The overall structure of the system. 

 
The system test selects three laboratories in the School of Computer Science 

and Engineering the school to place nodes respectively and sends the collected 
data to the monitoring terminal. If the environmental quality in a laboratory de-
teriorates, the monitoring terminal records the current laboratory environment 
information and time to facilitate user analysis. 

3. System Detection Node and Monitoring Terminal Design 
3.1. Hardware Design 

The detection node uses STM32F103ZET6 as the processor and LoRa as the 
wireless communication module [9] [10]. Indoor environmental quality testing 
indexes include temperature, humidity, light intensity, noise, formaldehyde, and 
carbon dioxide. The temperature sensor model is DS18B20, single bus commu-
nication, the temperature measurement range is −55˚C - +125˚C, and the accu-
racy is ±0.5˚C; the humidity sensor model is DHT22, single bus communication, 
the humidity measurement range is 0% - 99.9% RH, and the accuracy is ±2% 
RH; light intensity sensor model is BH1750, IIC communication, corresponding 
to a wide range of input light (equivalent to 0 - 65,535 lx), the minimum error 
variation is ±20%; noise sensor model is PR-ZS-BZ, serial communication, TTL 
Output or RS485 output, the measurement range is 30 dB - 130 dB, the error is 
less than 2%; the formaldehyde sensor type is ZE08-CH2O, serial communica-
tion or DAC data acquisition, with digital output and analog voltage output 
function, the measurement range of formaldehyde concentration is 0 - 5 ppm, 
the resolution is less than or equal to 0.01 ppm; the carbon dioxide sensor model 
is SGP30, IIC communication, the carbon dioxide concentration measurement 
range is 400 - 60,000 ppm; the resolution is less than or equal to 31 ppm. 

3.2. Software Design 

1) Detection Node 
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The node is composed of a low-power STM32 microcontroller, LoRa wireless 
transmission module, environmental parameter acquisition sensors, etc. To save 
power consumption, after the node is successfully connected to the monitoring 
terminal, the environmental parameters are periodically collected. Outside the 
acquisition period, the node enters the sleep state and wakes up after the acquisi-
tion period. The workflow of the detection node is shown in Figure 2. 

2) Monitoring Terminal 
The monitoring terminal uses STM32F103C8T6 as the processor, and mainly 

receives the sensor data sent by the detection node through the LoRa wireless 
communication module. After the main program starts, initialize the STM32 
microcontroller system clock, LoRa module, and LCD module, check whether 
each node is successfully connected, and then evaluate the received data. If the 
data environment quality evaluation of a node is poor, record the current labor-
atory environment information and time. The workflow of the monitoring ter-
minal is shown in Figure 3. 

4. The Basic Principle of PSO Optimization TSFNN Algorithm 
4.1. T-S Fuzzy Neural Network 

The fuzzy neural network is composed of a fuzzy system and neural network 
structure. In 1985, Takagi and Sugeno first proposed a typical fuzzy system (T-S 
model) [11], which is a function of the input language variables by the fuzzy rule 
consequent, and linearly combines the input variables. Sun Zengqi [12] also pro-
posed a structure to realize a fuzzy neural network based on the T-S model for 
the general situation of multiple inputs and multiple outputs. T-S fuzzy neural 
network [13] [14] has a strong self-adaptive ability, can achieve the purpose of 
automatic update through its adjustment, and can also realize the correction of 
the membership function corresponding to the fuzzy subset many times in a 
row. The model is mainly divided into two parts, the Forward network, and the 
Consequent network. Assuming that the network has m inputs and n rules, its 
topology is shown in Figure 4. 

1) Forward Network 
The first layer is the input layer, which transmits the input information  T

1 2, , ,=    mx x x x  into the next layer. 
The second layer is the fuzzification layer, which calculates the membership 

degree of each component belonging to the fuzzy set of their respective linguistic 
variable values. The membership degree function generally adopts a Gaussian 
function: 

( )2
exp ,  1, 2, , ;  1, 2, ,µ  = − − = =  

 

i i i
j j j jx c b i n j m          (1) 

where c is the center of the membership function and b is the width of the 
membership function. 

The third layer is the fuzzy rule layer, which performs fuzzy calculations on 
each membership degree to calculate the fitness of each fuzzy rule. The fitness 
calculation uses the continuous multiplication operator: 
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( ) ( ) ( )1 1 2 2 ,  1, 2, ,i i i
i m mx x x i nω µ µ µ= =               (2) 

The fourth layer is the defuzzification layer, which uses the weighted average 
discrimination method to obtain the output of each node: 

 

 
Figure 2. Detection node workflow. 

 

 
Figure 3. Monitoring terminal workflow. 
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Figure 4. T-S Fuzzy neural network topology. 
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2) Consequent Network 
The second layer obtains the output of the nodes in the middle layers accord-

ing to the fuzzy rules: 

( )1 1 ,  1, 2, ,= + + + = 

i i i
i m my p p x p x i n              (4) 

The third layer calculates the final output value of the fuzzy neural network 
model: 

1

n

i i
i

y yω
=

= ∑                          (5) 

4.2. Particle Swarm Optimization Algorithm 

The particle swarm optimization algorithm was first proposed by Kennedy and 
Eberhart in 1995 [15] [16], mainly for solving multi-objective optimization prob-
lems. Particle swarm optimization [17] [18] is an intelligent optimization me-
thod for communities, which is mainly an algorithm generated by simulating the 
cooperation and information sharing among bird flocks. The individual search 
optimal solution of each particle in the search space is recorded as the current 
individual extremum, and its speed and position are adjusted through the cur-
rent individual extremum and the current global optimal solution shared by the 
overall particle swarm. The updated rules of speed and position are shown in 
formula (6). 
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k k k
i i i

v v c r pbest x c r gbest x

x x v
       (6) 

Among them, ω  is the inertia weight; k is the current number of iterations; r 
is a random number; 1c  and 2c  are learning factors; k

igbest  is the individual 
extreme value; k

igbest  is the global optimal solution. 

4.3. Optimization of T-S Fuzzy Neural Network by Particle Swarm  
Optimization Algorithm 

The center and width of the membership function randomly generated by the 
T-S fuzzy neural network and the weight of the middle layer of the consequent 
network will affect the accuracy and convergence speed of the model. This paper 
will give full play to the advantages of PSO to obtain the best weights of the T-S 
fuzzy neural network, and construct a new evaluation model (PSO-TSFNN) for 
indoor environmental quality classification. 

The specific steps of the optimization algorithm are as follows: 
1) Determine the structure and related parameters of the TSFNN. 
2) Set the colony size, particle initial velocity, and position. The initial value of 

the selected particle is the current individual extreme value, and the extreme 
value of the community is the global optimal solution. 

3) Calculate the fitness value of each particle. The fitness function is generally 
the TSFNN training error: 

( )2

1

1
2

m
i i

i d c
i

F y y
=

= −∑                      (7) 

Among them, m is the number of train samples; i
dy  is the evaluation output; 

i
cy  is the actual output. 
4) Update the individual extrema and the global optimal solution. The current 

fitness value of each particle is compared with the previous results, if it is better 
than the past, it will replace the previous individual extreme value, otherwise, it 
will remain unchanged. If the previous global optimal solution is not as good as 
the current one, replace it with the current optimal solution, otherwise, it will 
remain unchanged. 

5) Update the position and velocity of each particle according to Equation (6). 
6) Check whether the speed and position of each particle are out of bounds, if 

it is out of bounds, perform corresponding threshold processing. 
7) Check whether the algorithm reaches the termination condition (reaches 

the maximum number of evolutions or the set error accuracy). If the termina-
tion condition is met, the global optimal solution is output, otherwise, it returns 
to step 3). The algorithm flow is shown in Figure 5. 

5. Experimental Test 
5.1. Indoor Environmental Quality Evaluation Standard 

The evaluation of indoor environmental quality is based on the environmental  
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Figure 5. PSO-TSFNN algorithm flow. 
 
data samples collected through a certain mathematical model to determine the en-
vironmental level, the purpose of the environmental quality evaluation is to be able 
to judge the indoor environmental quality level, and based on this to help people 
improve the indoor environment. Considering the thermal environment, light en-
vironment, acoustic environment, and air environment, this paper mainly selects 
six indexes for evaluation: temperature, humidity, light intensity, noise intensity, 
formaldehyde concentration, and carbon dioxide concentration. Refer to Indoor 
Air Quality Standard (GB/T 18883-2002), Standard for lighting design building 
(GB 50034-2013), Environmental Quality Standard for noise (GB 3096-2008), and 
Standard for Indoor Environmental Pollution Control of civil building engineer-
ing (GB 50325-2020) as the evaluation standard. Among them, the evaluation 
standard values of the evaluation indexes are shown in Table 1. 

5.2. Model Training and Testing 

1) Train Samples, Test Samples, and Expected Output 
Train samples are generated according to random and uniform distribution 

among evaluation standards at all levels. Since the indexes of temperature, hu-
midity, and light intensity have two properties, there are 8 cases according to the  
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Table 1. The standard value of the indoor environmental quality evaluation index. 

Index 
Temp≥ Temp≤ Hum≥ Hum≤ Light≥ Light≤ Noise HCHO CO2 

˚C ˚C % % lx lx dB mg/m3 mg/m3 

I 20 24 40 60 300 500 45 0.04 1200 

II 18 26 35 65 250 550 50 0.07 1600 

III 16 28 30 70 200 600 55 0.10 2000 

IV 14 30 25 75 150 650 60 0.20 2400 

 
arrangement and combination. 100 train samples are generated between the 
evaluation standards at all levels, and a total of 4000 samples are generated to 
solve the problem of too few train samples caused by only using the evaluation 
standards at all levels as train samples. The test sample is a random sample of 
500 samples from the training sample in a ratio of 7:1. The expected output of 
samples less than class I environmental standards is the corresponding value 
between 0 and 1.5 according to the interpolation proportion when generating 
samples. the expected output of samples between class I environmental stan-
dards and class II environmental standards is the corresponding value between 
1.5 and 2.5 according to the interpolation proportion when generating samples. 
And so on, the corresponding values between class II, III, IV, and V environ-
mental standards are 2.5 - 3.5, 3.5 - 4.5, and 4.5 - 5 respectively, As shown in Ta-
ble 2. 

2) Model Training 
The evaluation indexes temperature, humidity, light intensity, noise intensity, 

formaldehyde concentration, and carbon dioxide concentration are used as in-
put vectors, and standard expected output values are used as output vectors. The 
model is trained with learning samples, and the data is normalized to improve 
the model training effect. Part of the sample data is shown in Table 3. 

At the same time, to prove the superiority of the improved PSO-TSFNN mod-
el, the TSFNN model is used for comparison under the same conditions. The 
model structure of both is 6-12-1, and both use the gradient descent algorithm to 
iterate 300 times, and the learning rate is 0.0005. Figure 6 shows the variation of 
the sum of squared errors of the two models during the training process. 

It can be seen from the above figure that the error of the PSO-TSFNN model 
decreases more rapidly, the final value is smaller, and the training effect is better. 
After the training, the error of the model is 0.2088, while the error of the TSFNN 
model is 0.4054, indicating that the TSFNN model optimized by the PSO algo-
rithm has a stronger learning ability. 

3) Model Testing 
The generated model is tested with test samples, and the detection and evalua-

tion outputs are shown in Figure 7, which can be seen. The output error of the 
TSFNN model is larger, with a total error of 17.6425, while the output of the 
PSO-TSFNN model is closer to the target output of the test, with a total error of 
9.0418, which is 8.6007 lower than the total error of the TSFNN model test set. 
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Table 2. The expected output value of indoor environmental quality. 

Class I II III IV V 
Output [0, 1.5) [1.5, 2.5) [2.5, 3.5) [3.5, 4.5) [4.5, 5] 

 
Table 3. Partially normalized sample training data. 

 1 2 3 4 5 6 7 8 9 
Temp −0.61 0.38 −0.97 −0.16 0.59 −0.63 −0.62 −0.56 0.61 
Hum −0.78 0.98 0.76 0.79 −0.78 0.45 −0.78 −0.79 −0.57 
Light −0.55 −0.33 −0.79 0.73 −0.64 −0.86 −0.89 0.39 0.92 
Noise 0.42 0.07 0.96 −0.26 0.39 0.44 0.44 0.34 0.42 

HCHO 0.09 −0.52 0.95 −0.79 0.01 0.16 0.15 −0.10 0.11 
CO2 0.36 −0.12 0.96 −0.58 0.32 0.39 0.39 0.26 0.37 

 

 
Figure 6. Variation of network model training error. 

 

 

Figure 7. Network model test effect. 
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5.3. Actual Environment Experiment 

To verify the practicability of the system, the experiment of this system is carried 
out in the laboratory of the School of Computer Science and Engineering. Three 
laboratories in the college were selected as experimental objects, and the detec-
tion nodes were placed in the laboratories for evaluation index detection. The 
detection nodes are shown in Figure 8. 

In this experiment, the evaluation indicators of 3 laboratories were tested at 
the same time during the laboratory work. The detection frequency is collected 
once every 10 seconds, and the hourly average detection results of node 1, node 
2, and node 3 are recorded until the laboratory is closed. Due to the length of the 
article, this article only lists the test data of one of the laboratories throughout 
the day, and the test data of node 1 is shown in Table 4. 

 

 
Figure 8. Detection node. 

 
Table 4. Node 1 actual detection data. 

Time Temp Hum Light Noise HCHO CO2 

8:00-9:00 24.50 48.80 242.67 41.20 0.035 1152.10 

10:00-11:00 26.80 44.60 305.50 44.50 0.041 1465.30 

12:00-13:00 31.40 43.70 346.69 48.60 0.039 2180.50 

14:00-15:00 30.10 39.50 412.31 42.90 0.042 2030.60 

16:00-17:00 28.40 42.60 298.83 50.20 0.036 1647.00 

18:00-19:00 27.60 45.60 250.62 45.30 0.040 1744.20 

20:00-21:00 25.50 46.40 240.43 41.60 0.041 1051.20 
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The actual detection data of node 1 is evaluated by the PSO-TSFNN model, 
TSFNN model, AHP, and Nemerow exponential method [19] respectively. Among 
them, the weights of the analytic hierarchy process indexes are determined, 
mainly using the 1 - 9 scale method [20], combined with the scores of the three 
laboratory students. First, calculate the relative weight of each index, then per-
form a consistency check, and finally obtain the index weight. The evaluation 
results are shown in Table 5. 

It can be seen from Table 5 that the output of the TSFNN model in the period 
from 14:00 to 15:00 is level two. It can be seen from Table 4 that the carbon dio-
xide concentration, temperature, and formaldehyde concentration are signifi-
cantly higher in the period, and the humidity is low. Therefore, the evaluation 
output is biased; the output of AHP in the period from 12:00 to 13:00 is level 
two. The main reason is that the weights of formaldehyde and light intensity in-
dexes are relatively high, and these two indexes are in Class I during this period. 
Therefore, the evaluation output is more subjective; the output of the Nemerow 
index method in the period from 10:00 to 11:00 is level one. The more important 
reason is that this method highlights the impact and effect of the most variable 
index on environmental quality, and all the indexes did not change too much 
during this period, but there were certain fluctuations in temperature, formalde-
hyde concentration, and carbon dioxide concentration. Therefore, the evaluation 
output is not comprehensive. The evaluation output of the PSO-TSFNN model 
conforms to the objective reality and can provide a reliable evaluation output for 
the indoor environment monitoring system. 

The monitoring terminal uses the trained PSO-TSFNN model to evaluate and 
display the detection data of node 1, node 2, and node 3 received in the three la-
boratories. The evaluation results are shown in Figure 9, and the monitoring 
terminal is shown in Figure 10. 

 

 
Figure 9. Environmental quality Evaluation results. 
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Figure 10. Monitoring terminal. 
 

Table 5. Comparison of algorithm evaluation results. 

Time PSO-TSFNN TSFNN AHP Nemerow 

8:00-9:00 I I I I 

10:00-11:00 II II II I 

12:00-13:00 III III II III 

14:00-15:00 III II III III 

16:00-17:00 II II II II 

18:00-19:00 II II II II 

20:00-21:00 I I I I 

The weight of AHP index is 0.0379, 0.0047, 0.1251, 0.1830, 0.5411, 0.1082. 
 

By analyzing Figure 9, it can be found that the change laws of the three labor-
atories are similar on the whole. At 9:00 and 21:00, the environmental level of 
the laboratory is level one, which is mainly due to the small number of people in 
the laboratory in the morning and at night and the low temperature. During the 
period from 13:00 to 17:00, the environmental quality level of the laboratory 
fluctuated greatly, and the environmental level of No. 1, No. 2, and No. 3 labor-
atory reached level three. The important reason is that the weather on the day of 
the experiment is sunny, and the afternoon temperature and carbon dioxide 
concentration are relatively high. 

6. Conclusions 

The LoRa-based multi-sensor indoor environment monitoring and evaluation 
system can detect and classify the thermal environment indexes, light environment 

https://doi.org/10.4236/jcc.2022.104007


J. W. Jiang et al. 
 

 

DOI: 10.4236/jcc.2022.104007 85 Journal of Computer and Communications 
 

indexes, acoustic environment indexes, and air environment indexes that affect the 
quality of the indoor environment, and users can view them in real-time accord-
ing to the monitoring terminal. By using LoRa communication technology, this 
system has a longer transmission distance than ZigBee, Bluetooth, and other 
communication methods, and can be extended to large-scale occasions such as 
teaching buildings and shopping malls for environmental quality monitoring. 

The parameter model of the T-S fuzzy neural network is optimized by a par-
ticle swarm algorithm. The model combines particle swarm algorithm, fuzzy ma-
thematics, and neural network, and has strong fuzzy reasoning ability. Based on 
the traditional T-S fuzzy neural network, the convergence speed and accuracy 
are improved. The system can objectively and accurately evaluate the indoor en-
vironment and provide a reliable basis for users to improve the indoor environ-
ment quality. 

However, the learning factor and inertia weight of the network model are rel-
atively fixed, and it remains to be tested how to change the learning factor or de-
sign a random function for the inertia weight to improve the training accuracy. 
Moreover, different membership functions and the number of fuzzy rules may 
also affect the training accuracy of the model. These are all questions to be ad-
dressed later in this article. 
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