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Abstract 
Nowadays, machine learning is growing fast to be more popular in the world, 
especially in the healthcare field. Heart diseases are one of the most fatal dis-
eases, and an early prediction of such disease is a vital task for many medical 
professionals to save their patient’s life. The main contribution of this re-
search is to provide a comparative analysis of different machine learning mod-
els to reach the most supporting decision for diagnosing heart disease with 
better accuracy as compared to existing models. Five models namely, K-Near- 
est Neighbor (KNN), Logistic Regression (LR), Random Forest (RF), Support 
Vector Machine (SVM), and Extreme Gradient Boost (XGB), have been in-
troduced for this purpose. Their performance has been tested and compared 
considering different metrics for precise evaluation. The comparative study 
has proven that the XGB is the most suitable model due to its superior pre-
diction capability to other models with an accuracy of 91.6% and 100% on 
two different heart ailments datasets, respectively. Both datasets were acquired 
from the heart diseases repositories where dataset_1 was taken from the Uni-
versity of California, Irvine (UCI) and dataset_2 was from Kaggle. 
 

Keywords 
Machine Learning, Healthcare, Heart Disease, Prediction 

 

1. Introduction 

Recently, Machine Learning plays a vital role in the sector of healthcare [1]. It is 
a method that allows machines to act like a human by repeating their behavior. 
It makes machines learn from their experience (i.e. training data) without being 
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programmed and then they can predict wanted elements. 
Remote Healthcare technologies can also be used to insert decision support 

systems with mobile devices. It can collect data in real-time from patients and 
provide health services efficiently. It helps monitoring patients without visiting 
hospitals or health centers [2]. 

The heart is the critical part of the human body, which provides pure blood to 
all parts of the body. Without heart working healthy, people cannot live for a 
second. Typically, heart failure occurs when the heart cannot push the needed 
amount of blood to other parts of the human body to make the body work nor-
mally. Currently, heart ailments are increasing rapidly as there were 80% of people 
died due to a heart attack every year, according to a survey by the World Heart 
Organization (WHO). Heart ailment became one of the world’s life-threatening 
human ailments [3]. 

Predicting and classification of heart ailment early play a critical role in treat-
ment. When heart ailment could be expected earlier, more deaths of patients would 
be avoided and successful diagnosis would be known. Every day, there is a need 
to improve a system of medical diagnosis. The crucial points of medical diagnos-
tics programs are to reduce cost with effective achievement for more reliable re-
sults. The development of the system for medical diagnosis based on machine 
learning to predict heart ailments produces a highly specific decision unlike the 
traditional way and reduces the cost of treatment [4]. 

Effective classification along with medicinal treatment reduces people’s deaths. 
In this research, a comparative analysis of the UCI Cleveland dataset and ano- 
ther Kaggle heart disease dataset using a five supervised machine learning classi-
fication algorithms listed as KNN, Logistic Regression, Random Forest, SVM, 
and XG-Boost and selecting the best classifier to classify heart ailment with more 
accuracy. 

The rest of this research is organized as follows: Section 2 presents the related 
works. Section 3 describes the methodology and the dataset information used in 
detail. The results of the proposed models are discussed in Section 4 and finally, 
Section 5 concludes the paper. 

2. Related Work 

In [1]: The authors explored and investigated different machine learning algo-
rithms for the heart disease dataset. They trained and tested six models, which 
are Logistic Regression, Random Forest, XG-Boost, Support Vector Machine, 
Artificial Neural Network, and K-Nearest Neighbors. Random Forest was the 
most accurate algorithm used in this paper. The used dataset is taken from the 
UCI repository with 14 features and 303 instances. The performance, accuracy 
were shown as Random Forest 100% but over fitting occurs, XG-Boost 83%, Lo-
gistic Regression 83%, Artificial Neural Network 83%, Support Vector Machine 
79.56%, and K Neighbors 71.69%. 

In [2]: The authors proposed the development of the proposed hybrid system. 
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They used Support Vector Machine, Naïve Bayes, Logistic Regression, Random 
Forest, and Ada-Boost classifiers. The dataset of Cleveland heart disease was 
used in this research with 303 instances and 14 attributes. Random forest algo-
rithm achieved the most accurate result with an accuracy 86.6%. It has been 
found that the system has given the most accurate results with a random forest 
classifier. The best performance, accuracy improvements using feature selection 
were Naïve Bayes (NB) 83.55%, SVM 84.46%, LR 85.07%, RF 86.60%, and Ada- 
Boost 86.59%. 

In [3]: This paper applied data mining algorithms to predict heart disease. The 
authors implemented two algorithms, Naïve Bayes and (NB) tree, on different 
two datasets from the UCI repository to evaluate the performance. The first da-
taset was obtained from Cleveland Clinic Foundation with 14 attributes and 303 
instances. The second dataset is taken from the public available platform named 
Heart Disease Dataset (Comprehensive) with 11 attributes and 1190 instances. 
The results were NB tree with 84.6% accuracy compared to Naive Bayes with 
only 80.58 % accuracy. 

In [4]: The author studied the classification of heart disease by an automated 
medical diagnosis system with machine learning. Different machine learning 
classification techniques were used as Logistic Regression, Naïve Bayes (NB), 
Support Vector Machine (SVM), Decision Tree (DT), Random Forest, and 
K-Nearest Neighbor (KNN). The Cleveland dataset for heart disease classifica-
tion was used in this research with 14 attributes and 303 instances. The result of 
performance, accuracy was Logistic regression with 76.31%, Multinomial Naive 
Bayes with 72.37%, Gaussian Naive Bayes with 84.21%, Bernoulli Naive Bayes 
with 77.63%, Linear Support Vector Classifier (SVC) with 89.47%, Decision tree 
classifier with 65.79%, Random forest classifier with 84.21% and K Neighbors 
Classifier with 84.21%. 

In [5]: The authors studied machine learning algorithms for making a predic-
tion of heart sickness using the Cleveland dataset which has 13 attributes, 1025 
instances. They also analyzed the importance of the features of the dataset. Deci-
sion tree and Ada-Boost algorithms have been used to make the prediction with 
accuracy 97%, but a training set completely over-fitting the data for Decision 
tree and 89.88% for Ada-Boost. 

In [6]: The author analyzed the Heart Disease dataset for 1025 patients col-
lected from Cleveland, Hungary, Switzerland, and Long Beach with 14 attributes 
for heart disease classification. The algorithms used Naive Bayes, Stochastic Gra-
dient Decent (SGD), SVM, KNN, Decision Table (DT), Ada-boost, and J-Ripper 
(J-Rip) classifiers to show the performance of them to best classify the heart dis-
ease cases. Accuracy of the selected algorithms (Naïve Bayes 83.122%, SGD 
84.3902%, SVM 84.1951%, KNN 99.7073, Decision Table 93.6585%, Ada-boost 
84.2927%, J-Rip 97.2683%). 

In [7]: The authors studied several supervised machine learning algorithms 
that were applied and compared to achieve performance and accuracy of heart 
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sickness prediction. They used a dataset of heart disease obtained from Kaggle, 
this dataset contains 1025 instances and 14 attributes. They tested different clas-
sification algorithms (Logistic Regression, multilayer perceptron (MLP), KNN, 
Decision Tree, and Random Forest). The results of performance, accuracy were 
LR with 89.627%, MLP with 97.951%, KNN with 100.000%, DT with 100.000%, 
and RF with 100.000%. 

According to the works discussed above, this research focuses on heartbeat 
rate. It produces a model that can predict heart diseases using machine learning 
algorithms with various algorithms listed as KNN, LR, RF, SVM, and XGB, then 
determine the performance of each algorithm to detect the best classifier model. 
It is demonstrated that all authors of the above researches have used only one 
dataset of heart diseases except one author has used two datasets but with lower 
performance accuracy achieved. In this study, two different datasets were used 
and compared to analyze the heartbeat rate with the superior accuracy of 91.6% 
and 100% for dataset_1 and dataset_2, respectively, which was supported with a 
better model for detecting the heart diseases more accurate than other models. 

3. Methodology 

The methods and materials used in this study will be explored through the fol-
lowing points: 

3.1. Work-Flow of the Model 

The workflow of the system has been implemented in different stages including 
Pre-processing of the dataset, Cross-Validation, Classification, and Performance 
Evaluation as depicted in Figure 1. Heart disease is diagnosed with the help of 
UCI and Kaggle datasets. Moreover, it is divided into a training and testing set. 

3.2. Tools Used 

• The Pandas tool is an open-source python package used to conduct this 
study, which is written in python or C. Tools for writing and reading data 
between in-memory data structures and various formats: Text files, Microsoft  

 

 
Figure 1. Work-flow of the model. 
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Excel, comma-separated values (CSV), structured query language (SQL) da-
tabases, and the fast Hierarchical Data Format 5 (HDF5) format [8]. 

• Matplotlib is a comprehensive library for creating animated, interactive, and 
static visualizations in Python used for machine learning [9]. In machine 
learning, it is useful to understand the vast amount of data through different 
visualization. 

3.3. Dataset Description 

Two heart disease datasets are used in this research. They are taken from the 
UCI and Kaggle repository respectively. The first dataset contains a total of 303 
cases, 138 of which are healthy people and 165 have heart disease [10] while the 
other contains a total of 1025 cases, 499 of which are healthy people and 526 
have heart disease [11] as depicted in Figure 2. 

The two datasets have been selected with 76 attributes and preprocessed to 
produce 14 only for reducing the redundant variables. Four attributes are used 
to indicate common symptoms of the patient, and the remaining attributes are 
used to indicate ECG values. The attributes for both datasets are shown in detail 
in Table 1. 

For a pictorial representation, histogram plotting has been created of age and 
sex attributes. Data of patients are grouped according to age and gender attributes 
with the absence and presence of heart disease for the two datasets as depicted in 
Figure 3 and Figure 4. 

Correlation is used to determine the relationship between two continuous, 
quantitative variables. The determination of relevant features is performed using 
the correlation technique. The correlation matrix is computed to detect the rela-
tionship between attributes of the dataset. This can improve the machine learnin 
cancelled weakly correlated attributes. The correlation matrix for the two da-
tasets are plotted in Figure 5 to well understand the correlation between the  

 

 
Figure 2. Percentage of people who has a heart disease for the two datasets which 0 → ab-
sence of heart disease, and 1 → presence of heart disease. (a) Dataset_1; (b) Dataset_2. 

https://doi.org/10.4236/jcc.2022.102001


E. M. A. Allah et al. 
 

 

DOI: 10.4236/jcc.2022.102001 6 Journal of Computer and Communications 
 

attributes. It is depicted in different colors, the dark color represents that the 
attribute are strongly correlated with another and light color performs a weakly 
correlated with another. Correlation range values from (−0.4 to +1.0). Positive 
correlation increases or decreases the column attributes together. Negative  

 
Table 1. Detailed attributes of both datasets. 

Attribute used Attribute information 

Sex The patient’s gender represented in binary form. 
Male = 1, Female = 0. 

Age The patient’s age in years. 
Range → 29 years: 77 years. 

Chest pain type (CP) Chest pain. 
Range → 1:4 
1 → Typical angina, 2 → Atypical angina 
3 → Nonanginal Pain, 4 → No pain. 

Resting blood pressure (Rest 
BP) 

The patient's resting blood pressure, in (mm Hg), 
admitted in hospital. 
Range → 94:200 

Serum cholesterol (Chol.) Serum cholesterol, in (mg/dl). 
Range → 120:154 

Fasting blood sugar (FBS) The patient’s fasting blood sugar, it is higher than 120 
mg/dl → 
True = 1, False = 0. 

Resting electrocardiographic 
results (Rest ECG) 

The patient’s resting electrocardiography records. Range → 
0:2. 
0 → Normal. 
1 → ST-T wave abnormality. 
2 → Probable or definite left ventricular hypertrophy. 

Maximum heart rate 
achieved (HR) 

The patient’s maximum heart rate achieved. 
Range → 71:202 

Exercise induced angina 
(Exang.) 

Exercise induced angina, binary. 
1 → Yes, 0 → No. 

Old peak (OP) ST depression induced by exercise, relative to the rest. 
Range → 0:6.2 

Slope of peak exercise ST 
segment (Slope) 

Measure the slope for peak exercise. 
Range → 1:3. 
1 → Up sloping, 2 → Flat, 3 → Down sloping. 

Number of major vessels 
colored by fluoroscopy (CA) 

The number of major vessels colored by fluoroscopy. 
Range → 0:3, (value is related to the darkness of the color). 

Thallium scan (Thal.) Thallium heart Scan of the patient, (3, 6, 7). 
3 → Normal, 6 → Fixed defect, 7 → Reversible defect. 

Target (TRT) Diagnosis of heart disease (angiographies disease status). 
0 → Absence of heart disease. 
1 → Presence of heart disease. 
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Figure 3. Group the age of the patients’ data with the absence and presence of heart disease. (a) Dataset_1; (b) Dataset_2. 
 

 
Figure 4. Group the gender of the patients’ data with the absence and presence of heart disease. (a) Dataset_1; (b) Dataset_2. 
 

correlation performs that one attribute will increase and another one decreases 
or vice versa [12]. 

3.4. Data Pre-Processing 

Preprocessing data means the changes which are made on data before it is fed as 
an input to the algorithm. Data obtained from many sources is described as raw 
data, not suitable for analysis. In order to obtain better results, it is necessary to 
remove outliers, noise, and irregularities from the data, known as data cleaning 
as described below [13]. 
• Data Cleaning 

The data that needs to be analyzed using algorithms of machine learning may 
be noisy, inconsistent and incomplete. It also deals with the missing values for 
attributes of interest as it changes the proper average value for the attribute. 
Likewise, invalid attribute values are cleared and filled manually with its mean 
value. Data is cleaned up by manipulating missing values, smoothing out noisy 
data and removing outliers [14]. 

The outlier is defined as a value that is more than 3 standard deviations from 
the mean. Then the outliers will be removed. Figure 6 shows the outliers of some 
selected features for the two datasets. 
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Figure 5. Correlation matrix of the various parameters in the two datasets of heart diseases. The color coding scale 
denotes the degree of Pearson correlation between variables with dark color being positively correlated and light color 
negatively correlated. (a) Dataset_1; (b) Dataset_2. 
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Figure 6. Box plot for outliers of selected features in the two dataset. (a) Dataset_1; (b) Dataset_2. 
 

• Data Splitting 
The dataset used in this research is splitting into 80% - 20%, which 80% of 

original data is considered as training dataset and 20% as testing dataset. Train-
ing dataset is used to train a model and testing dataset to check the performance 
of the trained model. For each algorithm the performance is analyzed and com-
puted depending on different metrics used as F-measure scores, recall, precision 
and accuracy as described further. The various algorithms explored in this re-
search are listed as below. 

3.5. Machine Learning Algorithms 

Many classification algorithms in machine learning are available, but it is com-
plex to determine which one is superior to the others. It mainly depends on the 
nature of the dataset and the application used [14]. This research presents the 
detailed description of the five supervised classification algorithms (KNN, LR, 
RF, SVM and XGB) and how each algorithm work on the datasets. Firstly, each 
algorithm is trained with a percentage of the dataset, known as ‘training set’ and 
then tested on ‘testing set’ which is put away as ‘invisible data’ from evaluating 
the algorithm. The reason for choosing these five algorithms is that they are 
more suitable in its parameters for the two datasets used in this study and they 
can achieve high performance metrics measures as accuracy, precision, recall, 
and f-measure. 
• K-Nearest Neighbor (KNN) Algorithm: 

KNN, is the simplest and most popular supervised machine learning algo-
rithm used for regression and classification. It is non-parametric learning algo-
rithm [14]. It classifies a new sample based on the value of k, by the majority 
choice in the classification of the nearest k neighbors. It can be measured by the 
Euclidean distance “Equation (1)” as follow [4]: 

( ) ( ) ( ) ( ) ( )2 22 2
1 1 2 2

1
,

n

i i n n
i

D x y x y x y x y x y
=

= − = − + − + + −∑      (1) 

The best advantage of using this model is that it only needs a few tunes such 
as K and distance measurement for working to achieve high accuracy. 
• Logistic Regression (LR) Algorithm: 

LR is a classification supervised algorithm that is used for binary classification 
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problems. In these datasets the target attribute has the two types of binary num-
bers, (0) for healthy patients, and (1) for the patients who suffer from heart dis-
eases [15]. It converts its output using the function of logistic sigmoid to return a 
probability value. The “Equation (2)” of logistic regression is as follows: 

( ) 1
1 e xxϕ −=
+

                         (2) 

• Random Forest (RF) Algorithm: 
RF algorithm is a supervised machine learning technique, which can be used 

for both regression (input is a discrete data) and classification (input is a conti-
nuous data) tasks. Several trees, build a forest, in this algorithm. Each tree in the 
RF allows the class prediction and class with the most votes converts into the 
model’s prediction. Higher accuracy is achieved when many numbers of trees 
are used [4]. The built model depended mostly on two important parameters of 
random forest, one of them is the maximum number of trees and the other one 
is max depth. 
• Support Vector Machine (SVM) Algorithm: 

SVM is a supervised machine learning algorithm that is used for both regres-
sion problems as support vector regression (SVR) and classification problems as 
support vector classification (SVC). It takes long time to process so it is suitable 
used for smaller dataset. It segregates the data two classes using a hyper plane. 
The hyper-plane is the decision limit which classifies the dataset into two classes. 
The accuracy of classification is improved by the maximum distance between 
data points of two classes [14]. The mathematical “Equation (3)” of hyper-plane 
describes as: 

0w x b⋅ + =                           (3) 

where, x is the data point, w is the weighted vector and b is the scalar data. 
• Extreme Gradient Boost (XGB) Algorithm: 

Nowadays, XGB algorithm is the most common algorithm for machine learn-
ing. It is a supervised technique, that it has better solutions than other Machine 
learning algorithms regardless the form of the data (classification or regression). 
It is similar to the gradient boosting algorithms, but it is more effective [1]. It 
predicts accurately a target variable by merging an ensemble of estimations from 
a set of simpler models. 

4. Results and Discussion 

In this paper, four standard statistical measures, accuracy, precision, recall and 
F-scores are generated to estimate the performance of the classifier. The perfor-
mance evaluation is based on computing the confusion matrix as depicted in 
Table 2. Confusion matrix is a table that often used to describe the performance 
of a classification model on a test data for which known true values. It is rela-
tively simple to understand, but terminology related can be confusing. 

True positive (TP): The number of healthy patients correctly predicted as 
healthy. 
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Table 2. Confusion matrix. 

Matrix 
Predicted cases 

+ − 

Actual cases 
+TP FP 

−FN TN 

 
False positive (FP): The number of unhealthy patients predicted to be heal- 

thy. 
False negative (FN): The number of unhealthy patients that were correctly 

classified as unhealthy. 
True negative (TN): The number of healthy patients that were incorrectly 

classified as unhealthy. 
The efficiency of the classifiers in identifying cardiac disease could be meas-

ured from the confusion matrix evaluation and estimated below parameters [17]. 
Accuracy: is the classifier’s ability to correctly predict that the class of the in-

stances were be labeled for all the instances. It can be computed with “Equation 
(4)” [14]: 

TP TNAccuracy
TP TN FP FN

+
=

+ + +
                  (4) 

Precision: is the relation between the number of positive predictions and the 
total number of positive prediction class values. It can measure the exactness of 
the classifier as shows in “Equation (5)” [14]: 

TPPrecision
TP FP

=
+

                      (5) 

Recall: is the measure of positive prediction numbers divided by the number 
of positive class values in testing data. It is the completeness of the classifiers and 
it can be computed with “Equation (6)” [14]: 

TPRecall
TP FN

=
+

                       (6) 

F-Measure: expresses the balance between the recall and precision. It is the 
harmonic mean of both precision and recall and it can be computed as shown in 
“Equation (7)” [14]: 

2 Recall PrecisionF-Measure
Recall Precision
∗ ∗

=
+

                (7) 

In this research, KNN, LR, RF, SVM and XGB classifier algorithms are applied 
to the heart diseases datasets acquired from UCI and Kaggle repository respec-
tively. Two datasets of heart disease are used. The first includes 303 instances 
and the second 1025 instances. Each instance is composed of 14 attributes like 
class attribute. The class attribute contains two numbers, such as, absence (0), 
presence (1). All the attributes of the dataset along with their range of UCI ma-
chine learning platform provides principles. For the input parameters listed in 
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Table 1, the classification algorithms are applied. 
The classifiers with k (k = 10) fold cross validation are used for classification 

where the entire dataset is divided into k subsets where the k-1 subsets is used 
for training and the other one is used for model testing. Cross validation model 
repeats the process for ‘k’ times. Then results are analyzed and compared using 
Pandas and Matplotlib software. In Pandas and Matplotlib, Data pre-processing 
has been carried out as first step for all the 13 attributes then the optimal values 
for tuning parameters can be obtained. The Performance metrics of all 5-algori- 
thms across both datasets with the best parameters considering their confusion 
matrix are shown in figures from Figures 7-11. 

Figure 7 shows the performance metrics of KNN with Euclidean distance and 
varying K including the confusion matrix for both datasets. It can be noticed 
that the accuracy of KNN will be improved by increasing the value of K to be 7 
for both datasets. Also the results indicate that the other metrics, recall, preci-
sion, and F-score, differs slightly (nearly the same) for all values of K but they 
reach to maximum records at K = 7. Hence K = 7 will be considered the best  

 

 
Figure 7. The performance metrics of KNN with best K for the two datasets. (a) Dataset_1; (b) Dataset_2. 
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Figure 8. The performance metrics of LR with best C for the two datasets. (a) Dataset_1; (b) Dataset_2. 
 

parameters in the rest of the study. 
Figure 8 describes the performance metrics of LR with varying C parameter 

including the confusion matrix for both datasets. As it is shown above the accu-
racy of LR will be enhanced when the value of C is equal 1 for both datasets. The 
results of the other metrics, recall, precision, and F-score are also mostly similar 
to all values of C, but they are achieved maximum records at C = 1 that it will be 
the best parameters for this study. 

Figure 9 depicts the performance metrics of RF with varying N and their 
confusion matrix for both datasets. It is clear that the accuracy of RF will be bet-
ter when the value of N is equal to 566 for first dataset and 88 for the second da-
taset. Moreover the results for other metrics, recall, precision, and F-score, are 
slightly different from other values of N, but the maximum records are at N = 
566 and N = 88 for the two datasets that they will be the best parameters for the 
two datasets, respectively. 

Figure 10 presents the performance metrics of SVM with varying C with their 
confusion matrix for the two datasets. It can be shown that the accuracy of SVM 
will be increased as the value of C is equal 100 and 10 for both datasets, re-
spectively. The results of the other metrics, recall, precision, and F-score, have  
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Figure 9. The performance metrics of RF with best N-estimator for the two datasets. (a) Dataset_1; (b) Dataset_2. 
 

a little different for all values of C but the maximum records are shown when C 
= 100 for dataset_1 and C = 10 for dataset_2 where they will be the best parame-
ters in this study. 

Figure 11 indicates the performance metrics of XGB with varying Max-depth 
and the confusion matrix for both datasets. It can be observed that the accuracy 
of XGB will be the best when the value of Max-depth are 7 and 8 for the two da-
tasets, respectively. Similarly the results of the other metrics, recall, precision, 
and F-score, are nearly the same for all values of Max-depth, but they achieved 
the maximum records when Max-depth is equal 7 and 8 for the two datasets, re-
spectively. Hence, the best parameters in the rest of the study will be considered 
at Max-depth = 7 and Max-depth = 8. 

The Performance metrics of all 5-algorithms across both datasets with the best 
parameters are shown in Table 3 and Performance accuracy of all five algo-
rithms for the two datasets with the superior accuracy achieved with XGB model 
with 91.6% for dataset_1 and 100% for dataset_2 are shown in Figure 12. 

It can be observed in Table 3 that the XGB model retains its higher perfor-
mance on all four metrics with both datasets. This can be returned to the fact of 
binary classification task, so that the datasets are distributed fairly and then the  
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Figure 10. The performance metrics of SVM with best C for the two datasets. (a) Dataset_1; (b) Dataset_2. 
 

accuracy performance carries on to other metrics. 
It can be shown in Figure 12 that XGB model outperforms well other than 

machine learning models for both datasets. For detecting absence or presence of 
heart ailment, an accuracy of around 91.6% and 100% for the two datasets re-
spectively are achieved which is better than the other algorithm. 

Finally, a performance comparison of the proposed models with existing sys-
tems in term of accuracy are listed in Table 4. It can be clearly observed that this 
comparative research can achieve better results for the both datasets than other 
systems. 

5. Conclusion 

Heart ailment is life-threatening leading to deadly complications like heart at-
tacks. To minimize this, the analysis research proposed to find out the best 
model that works well for both datasets selected where standard techniques for 
prognosis of heart diseases are tried. For this purpose, five machine learning al-
gorithms were used. This was performed on two different datasets that related to 
heart disease datasets named “Cleveland dataset” both containing 14 features but 
different in number of recorded instances first one has 303 instances and second 
one has 1025 instances. The best results for each model on the two datasets are 
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Figure 11. The performance metrics of XGB with best Max. depth for the two datasets. (a) Dataset_1; (b) Dataset_2. 
 
Table 3. Performance metrics of all 5-algorithms across both datasets. 

Algorithms 
Accuracy (%) Precision (%) Recall (%) F1-score (%) 

Dataset 1 Dataset 2 Dataset 1 Dataset 2 Dataset 1 Dataset 2 Dataset 1 Dataset 2 

KNN 86.8 100 76.5 100 77 100 76.5 100 

LR 91 94 76.5 89.5 77 89 76.5 89 

RF 87.5 100 80 99.5 80 99.5 80.5 99.5 

SVM 90.9 100 80 98 80 98 80.5 98 

XGB 91.6 100 87 99.5 88 99.5 87.5 99.5 

 
Table 4. Comparison of different methods with previous researches. 

 Method 
Accuracy (%) 

Dataset_1 Dataset_2 

This Paper 

KNN 86.8 100 

LR 91 94 

RF 87.5 100 
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SVM 90.9 100 

XGB 91.6 100 

Other Paper 

KNN 84 [16], 84.21 [4] 99.7 [6], 100 [7] 

LR 84 [16], 85.07 [2], 76.31 [4] 87.36 [15], 89.6 [7] 

RF 82 [16], 86.60 [2], 84.21 [4] 89.14 [15], 100 [7] 

SVM 83 [16], 84.46 [2], 89.47 [4] 92.30 [15], 84.2 [6] 

Ada-Boost 82.34 [2] 89.88 [5], 84.3 [6] 

XGB 83 [1] - 

 

 
Figure 12. Performance accuracy of all five algorithms for the two datasets with the superior accuracy achieved with XGB 
algorithm with 91.6% for dataset_1 and 100% for dataset_2. 
 

recorded. Finally, XGB model was the algorithm which achieved the best results 
with an accuracy of 91.6% and 100% for both datasets, respectively. The next 
scope is to use a large dataset with graphs of ECG for more accurate analysis and 
diagnosis of heart diseases. 
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