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Abstract 
This project uses knowledge of neural network to analyze if the person under 
study is analyzed to be Parkinson disease patient or not. Binary classification 
is constructed based on the multi-feature database. A decision boundary is 
clearly plotted to separate patient with and without Parkinson disease. Results 
show that over 80% accuracy could be obtained with the preliminary results. 
Future efforts could be performed to construct more complicated neural net-
work to improve the accuracy. 
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1. Introduction 

Neural network or artificial neural network is the term of network or mathe-
matical model for information functions similar to human brains [1] [2]. In 
computer science, it is like an artificial human nervous system for receiving, 
transmitting, and processing information [3] [4]. With the advent of computer 
science, specifically machine learning, methods have been established to build 
human brain models based on real world examples to make analysis or deci-
sions. These methods do not require explicit theory but accurate models and 
training examples. Using different mathematical algorithms and appropriate 
models, human can make analysis on many things, even identifying cancer, di-
abetes [2] [4] [5]. Within the realm of machine learning, neural network in a 
whole is a complex matrix and is set up in layers. Columns are representing each 
layer and rows determine the length of this matrix. Layers are form of many 
nodes which are interconnected and contain an activation function. The patterns 
are presented to the network through the input layer. Like component normal 
matrix, neutral network function by manipulation of the first column vectors to 
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the next column vector. Output would be the last column vector. The computer 
would use the program between neuron and nodes. The whole process is method 
of machine learning. 

On the other hand, Parkinson’s disease is a long-term disease that cause dis-
order of nervous system which eventually results in shaking, rigidity, and slow-
ness of moving. As the disease worsen, the symptom would cause thinking and 
behavioral problems. It would be too late to prevent Parkinson’s disease when 
people have already experienced behavioral problems. In early symptoms of 
Parkinson’s disease, it is difficult identify Parkinson since shaking and rigidity 
can also be regarded to other diseases. Therefore, it is significant to identify Par-
kinson’s disease in order to prevent it. There have been some researches going 
on the prediction of Parkinson’s disease, using multistate Markov models [6], 
neuropsychological method [7], particle swarm optimization [8], etc. In this pa-
per, we employed artificial neural network and performed a preliminary analysis 
on the Parkinson’s disease. Results show that 83% accuracy is achieved. In the 
future, more complicated neural network could be used to further increase the 
accuracy. 

2. Methods 

We employed sixteen features as the basis for predicting Parkinson’s disease. We 
set each of the features as a variable and make our data of each patients inten-
tionally consist of sixteen numbers. Those sixteen numbers are regarded as the 
information of patient and we will use it to determine if the person has Parkin-
son’s disease.  

Here, we did not simply use matrix and plugging in the data for calculation, a 
method researcher usually use when they need data analysis. This is because the 
matrix would be too complicated if we create a matrix with sixteen columns and 
sample number of rows. Instead, we use another attempt by sixteen features of 
the patients by creating a 4 × 4 square graph shown in Figure 1. The graph con-
sists of sixteen cells and each of them correspond to a feature. This part is for 
loading and visualizing the data, making our calculation look less complicate 
and easy to manipulate. 
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Figure 1. Inputting feature data into 4 × 4 matrix graph. 

 
Neural network is a multi-lane approach to model the result of specific rela-

tionship [9] [10]. Simply, we have a set of data. Each dependent value corres-
ponds to many another independent variable. From one dependent value we 
may go to different independent variable and from that independent variable, we 
may even stretch to more independent variables. Our purpose is to use equation 
to connect the dependent variable and independent variables, which ultimately 
provides the result. In this case, we need the features to determine if one have 
Parkinson’s disease. This is not simple programming because the method is 
temporary and too simple. We are going to tell the computer how to determine, 
which is regarded as machine learning. Nevertheless, unlike any functions we 
familiar the most, the variable does not have a direct relationship such as linear 
or exponential.  

We can take the dependent variables connecting to different variable as layers. 
Neural network contains many layers and thus we have equation of the rela-
tionship of these layers. This is how people use the first independent variable to 
reach the dependent variable, which is also called neuron.  

We employed a binary classification method to classify the patients with and 
without Parkinson’s disease. In the first stage, we trained the model by using 
90% of the whole database. We then use the remaining 10% database as the test 
data. 

3. Results  

The analysis of the Parkinson’s disease with sample data of patient is shown in 
Figure 1. The shades and spot on the graph show the features of we inputted, 
also proving that we correctly input the feature of different patient, since the 
cells have various darkness. We have error analysis as usual by comparing the 
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predicted value to real value and gain the accuracy of 82%. It might happen be-
cause we only have preliminary data and sixteen features-Parkinson’s disease 
may require more features to analyze. Figure 2 show the scattered data points 
for patients with and without Parkinson disease. They are represented by the 
black crosses and yellow solid dots, respectively. 

An artificial neural network is then established for training the model and get-
ting the parameters for building the network. The decision boundary can then be 
determined based, shown in Figure 3 for details. With all that, we calculated the 
rest of the 10% database for testing our results. The accuracy for the test results 
is same as before. 

4. Conclusion 

In this paper, we employed neural network methods combined with feature norma-
lization to accurately determine the patient who has Parkinson disease. Slightly 
less than 20% prediction error is acceptable, although. This is a preliminary study,  
 

 
Figure 2. Scattered points for patients with (Black cross) and without (Yellow dots) Par-
kinson disease. 
 

 
Figure 3. Decision boundary for determine Parkinson disease. 
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with more complicated neural network method by incorporating more unknown 
variable and circumstances, the result will be more difficult to analyze. This me-
thod is an imitation of a useful application that can be implemented in our daily 
life. In addition, the second method seems abstract but it provides a general idea 
to our real life.  
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