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ABSTRACT 

Expert systems are being utilized increasingly in medical fields for the purposes of assisting 
diagnosis and treatment planning. Existing systems used few symptoms for dental diagnosis. 
In Dentistry, few symptoms are not enough for diagnosis. In this research, a conditional proba-
bility model (Bayes rule) was developed with increased number of symptoms associated with 
a disease for diagnosis. A test set of recurrent cases was then used to test the diagnostic ca-
pacity of the system. The generated diagnosis matched that of the human experts. The sys-
tem was also tested for its capacity to handle uncommon dental diseases and the system 
portrayed useful potential. 

 

1. INTRODUCTION 
Expert systems engage the application of human knowledge to solve problems that usually require 

human intelligence [1]. In medical field, the aim of an expert system is to support the doctor’s diagnostic 
process. It considers facts and symptoms associated with an aliment to provide a diagnosis. This means 
that, expert system uses knowledge of a disease and facts or history of a patient stored in its database to 
propose a diagnosis [2]. Expert systems are defined as intelligent systems that emulate the deci-
sion-making ability of a human expert. Expert systems are designed to solve complex problems by reason-
ing through bodies of knowledge, represented mainly as if-then rules rather than through conventional 
procedural code [3]. The term expert system could be applied to any computer program which is able to 
draw conclusions and make decisions based on knowledge represented in its database. 

Oral health played a major role in human existence [4]. Therefore, oral diseases have to be effectively 
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and timely treated to avert acute pains and discomforts associated with it. These diseases are caused by 
several factors. It has now become one of the most common diseases in the world and arises with serious 
health and economic burdens, greatly reducing the quality of life for those affected [5].  

Dental caries, tooth wear, traumatic injuries, developmental defects, aesthetic corrections, gum dis-
ease among others are the various conditions that cause tooth defects [6]. Other than these conditions, 
there are also few terminologies related to defects of tooth like Attrition (wear of incisal or Occlusal sur-
faces of teeth due to frictional contact between opposing teeth), Abrasion (Tooth surface loss due to force 
between the teeth and external objects), Erosion (Tooth loss due to chemical/mechanical action), Enamel 
hypoplasia (defective formation or calcification of enamel) etc. Even though tooth is a small part in human 
body, its importance and impact are always high during mastication of food, maintenance of aesthetics, 
proper speech and protection of supporting tissues which represent the overall wellbeing of a person.  

However, the main focus of this research is to develop an expert system capable of diagnosing most 
common dental problems which are: Halitosis (Bad breathe), Dental cavity (Caries), Gingivitis & Peri-
odontitis (Gum disease), Oral carcinoma (oral cancers), Mouth sores, tooth erosion, dentinal sensitivity 
and dental pain as well as tooth urgencies.  

The rest of the paper is organized as follows: Section 2 reviews the related works. Section 3 presents 
the methodology employed in undertaking this research. Section 4 explains the experimental set up while 
Section 5 discusses the results and Section 6 concludes the paper and identifies areas of future work. 

2. RELATED WORK 
Segmentation of dental X-ray images in medical imaging using neutrosophic orthogonal matrices was 

proposed by Ali et al. [7]. In this paper, a new fuzzy clustering algorithm based on the neutrosophic or-
thogonal matrices for segmentation of dental X-Ray images was proposed. This algorithm transformed 
image data into a neutrosophic set and computes the inner products of the cutting matrix of input. Pixels 
are then segmented by the orthogonal principle to form clusters. The experimental validation carried out 
on real dental datasets of Hanoi Medical University Hospital, Vietnam showed the superiority of the pro-
posed method against the relevant ones in terms of clustering quality. Experimental results on the real 
dental X-Ray image datasets showed that, the proposed method outperformed the relevant fuzzy clustering 
schemes. It also showed that, the proposed method achieved better validity index values. Future research 
of this work is to be conducted on improving the method by an idea of Boole matrix and enhance the 
computational time by parallel strategy. 

Amer and Aqel [8] presented method to extract wisdom teeth automatically from panoramic images 
that consisted of three stages, pre-processing, extraction and post-processing. The results obtained from 
the proposed method have shown that it could successfully extract the wisdom teeth. The segmented im-
ages can be used to classify the extracted teeth and then according to a specific problem. Future work is 
associated with implementation of the algorithm. 

Oladele and Yetunde [9] developed an expert system with the intention of solving real life problems. 
The system is a desktop-based medical expert system for diagnosis and prediction of dental diseases. The 
system is open looped which is operated by a dentist who selects the symptoms associated with the pa-
tient’s condition where cause, prevention and diagnosis are generated after processing the symbolic rules. 
The system was developed using coactive neuro-fuzzy model but limitation has to do with the utilization 
of few symptoms for diagnosis.  

An expert system for diagnosis and suggestion of treatment plan for oral cancer was presented by 
Khosravi et al. [10]. The system receives input from user, analyses it and reforms it. It is able to diagnose 
oral cancer and generate appropriate treatment. However, system lacks clinical review to ascertain cor-
rectness of result. It only acts based on user’s answers and can’t study the correctness of user answers. 

Decision support and training system for management of endodontically treated teeth already exist 
[11]. One of the important attributes of the system is to train users to think holistically like an expert while 
solving a problem and planning treatment. It is a functional prototype of clinical decision support system 
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for restoration of endodontically treated teeth. The tool can be incorporated as part of class curriculum to 
supplement traditional teaching methods which can be helpful to students as well as less experienced clini-
cians. Given the scalable design of the system, it can further be developed to support other challenging 
sub-areas within restorative dentistry as well as areas within other dental disciplines. However, limitation 
has to do with the utilization of few symptoms for diagnosis. 

Chattopadhyay et al. [12] designed a methodology for dental decision making, using exclusively too-
thaches. The basic focus of this work is to mathematically identify some dental diseases (D) based on a set 
of pain parameters (P) using the concept of Bayesian probabilistic modeling. Hill climbing search algo-
rithm was used to train the classifier and compute a conditional probability table (CPT) entries. However, 
more diseases and symptoms are required to be added to this work in the future. 

3. METHODOLOGY 
For the purpose of this research, interviews and observations were carried out to obtain knowledge 

from dental doctors and how they reason with their knowledge. The knowledge acquired was then stored 
in a knowledge base and translated into a computer-usable language with an inference engine (a reasoning 
structure), that uses the knowledge appropriately. The inference engine manipulates the dental knowledge 
acquired from the dental expert to get new knowledge. The manipulation of the inference engine on the 
stored knowledge in the knowledge base is likened to the reasoning of the human dental expert termed 
diagnosis. 

Steps involved in data set acquisition were; 
• Choosing what knowledge is needed; 
• Obtaining the knowledge from the human dental expert; 
• Analyzing the obtained knowledge; 
• Storing the obtained knowledge in a knowledge base. 

3.1. Dataset 

The dataset is the constituent of diagnosis which are dental diseases (Table 1) and symptoms (Table 
2) from which possible diagnosis is determined. The result of diagnosis is the presence or absence of a 
disease.  

The inference engine applied the logical rules in the knowledge base to deduce new information for 
diagnosis. The knowledgebase is made up: 

 
Table 1. Dental diseases. 

S/N Disease S/N Disease 
1 Gingivitis. 11 Dry socket 
2 Periodontitis. 12 Dental fluorosis. 

3 Dental caries. 13 Oral candidiasis (oral trush). 
4 Pulpitis. 14 Salivary gland stone. 

5 Pericoronitis 15 Ludwigs angina. 
6 Teeth Sensitivity 16 Denture Stomatitis. 

7 Oral Ulcer 17 Dental cysts. 
8 Halitosis 18 Anodontia or no teeth from birth. 

9 Cracked Tooth 19 Osteomyelitis of jaws. 
10 Pregnancy Epulis 20 Dental abscess. 
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Table 2. Symptoms. 

S/N Disease Symptoms S/N Disease Symptoms 

1 Gingivitis. 

a. Pain from gums 
b. Swelling gums 
c. Bleeding gums 
d. Non mobile teeth 

11 Dry socket 

a. Extraction 2 or 3 days previously 
b. Pain 2 or 3 days after extraction 
c. Bad breath 
d. No clot in socket 

2 Periodontitis. 

a. Mobility of teeth 
b. Bleeding gums 
c. Pain from gums 
d. Gum swelling 

12 
Dental  
fluorosis 

a. Whitish discolored enamel 
b. Excess fluoride intake from food 
or water 
c. No pain 

3 Dental caries 

a. Hole 
b. No pain 
c. Discoloration 
d. Probe X-ray 

13 
Oral  
candidiasis 
(oral trush) 

a. Whitish coatings on tongue, palate 
and or cheek 
b. Coatings can be wiped off with 
spatula 
c. History or evidence of immune 
deficiency 

4 Pulpitis 
a. Toothache 
b. Hole 
c. X-ray 

14 
Salivary gland 
stone 

a. Pain on site or thought of food 
b. Salivary gland swelling on site or 
thought of food 
c. History of inadequate intake of 
water 

5 Pericoronitis 

a. Flap of gum around teeth. 
b. Pain around gum flap 
c. Difficult mouth opening 
d. Trapped tooth on x-ray 

15 
Ludwigs  
angina 

a. Swelling on both side of lower jaw 
b. Tongue raised 
c. Difficulty with breathing 

6 
Teeth  
Sensitivity 

a. Shocking sensation to 
feeds/fluids 
b. Consumption of citrus or 
bruxism (grinding of teeth 
unknowingly) 
c. No cavity 

16 
Denture  
Stomatitis 

a. Denture not fitting well 
b. Pain underneath denture 
c. Redness over the painful site 

7 Oral Ulcer 

a. Wound in mouth 
b. Painful 
c. Injury causation e.g. fish 
bone or needle 
d. Infection in mouth 
e. Drug reaction 
f. Tobacco consumption 
g. Alcohol consumption 

17 Dental cysts 
a. Fluctuant (soft) swelling 
b No pus in swelling 
c. Caries 
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Continued 

8 Halitosis 

a. Bad breath 
b. Oral dxs e.g. caries or gum 
disease 
c. Systemic disease e.g. cough, 
peptic ulcer, ear nose or 
throat disease 

18 
Anodontia or 
no teeth from 
birth 

a. No teeth in mouth from birth 
b. Absence not due to trauma or  
periodontitis 

9 
Cracked 
Tooth 

a. History of biting on hard 
object e.g., stone 
b. Fractured tooth 
c. No caries 

19 
Osteomyelitis 
of jaws 

a. Pus discharge from skin over jaw 
bone 
b. Multiple mobile teeth 
c. Previous toothache, fractured jaw 

10 
Pregnancy 
Epulis 

a. Gum swelling 
b. Pregnancy 
c. Good oral hygiene 

20 Dental abscess 
a. Swelling 
b. Pus 
c. X-ray with bone destruction 

 
• Rules; 
• Mathematical models; 
• Symptom/Disease Descriptions. 

The rule base contains the IF-THEN constructs accompanied by vital signs associated with a particu-
lar ailment. The mathematical model base contains the Bayes rule alongside the descriptions of parameters 
with which the system uses to obtain the probability of a disease based on given symptoms. The symp-
tom/disease description base contains the analysis of all the parameters with which the inference engine 
uses to deduce or arrive at a conclusion. The system was implemented using Visual Basic.Net (VB.Net) 
programming language. Microsoft Structured Query Language (MS SQL) was used as to create and man-
age the knowledge base while crystal report was used to generate and print reports. 

3.2. System Algorithm 

Step 1. Start; 
Step 2. Input: Diseases, Symptoms; 
Step 3. Select symptoms;   
Step 4. Get related diseases; 

Step 5. Insert parameters into Baye’s formula: ( ) ( ) ( )
( )

P S D P D
P D S

P S
∗

=  to get posterior value for 

diseases and symptoms; 
Step 6. Sum up the posterior values of the disease; 

( ) ( ) ( )
( )1

n

S

P S D P D
P D S

P S=

∗
=∑  

Step 7. Compare posterior values of all related diseases; 
Step 8. Choose disease with max.posterior value; 
Step 9. Compare max.posterior valued disease with max.symptoms disease; 
Step 10. If (disease with max.posterior value = disease with max.number of symptoms; then set Spe-

cific disease = disease; 
Else; 
set Specific disease = disease with max.number of symptoms; 
end. 
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4. EXPERIMENTAL SETUP 
Bayesian rule was used in this experiment for accurate diagnosis. It is a conditional probabilistic rule. 

This is described as the probability of an event occurrence, given that some other events associated with it 
had already occurred. Bayes’ theorem shows the relation between a conditional probability and its reverse 
form, which is written thus; 

( ) ( ) ( )
( )

P S D P D
P D S

P S
∗

=                                 (1) 

An important part of Bayesian inference is the establishment of parameters and models. Models are 
the mathematical formulations of observed events. Parameters are the factors in the models affecting the 
observed data. With the application of Bayesian theorem, given a symptom(s), the posterior probability of 
a disease is computed thus; 

( ) ( ) ( ) ( )Disease Symptom Symptom Disease Disease SymptomP P P P=                (2) 

• Where P is the probability of occurrence; 
• Symptom represents all the vital signs of a patient; 
• Disease represents abnormal health state; 
• P(D|S), is the conditional probability of disease D existence with respect to given symptoms. It is also 

called the posterior probability because it depends on the specified value of symptoms. 
• P(S|D), is the inverse of P(D|S). In other words, it is the likelihood function of the symptom S with 

respect to a given disease D. 
• P(D) is the prior probability or marginal probability of D. It is prior in the sense that, it does not take 

into account any information about S. 
• P(S) is the prior probability or marginal probability of S and acts as a normalizing constant. 

With the implementation of the Bayesian theorem, the system attempts to gather all possible infor-
mation from the patients so as to have a prior knowledge of the disease by computing the posterior proba-
bility for each disease and choosing the disease with the highest probability. 

4.1. System Input 

The input was diseases and symptoms. A probabilistic rectangular matrix was created using disease 
prevalence and symptom scores. This is a connection of each disease to their respective symptoms. The 
values are converted to percentages to show the severity of symptoms in a disease. 

4.2. Output Generation 

The output generation (related diseases/specific disease) is a function of Baye’s rule: 

( ( ) ( ) ( )
( )

P S D P D
P D S

P S
∗

= ) on the input data (symptoms/signs) ( )D F S= . 

where: 
D = disease; 
S = symptoms; 
F = Baye’s rule. 

5. RESULTS 
Disease Prevalence Values 

Table 3 is the disease prevalence table of a sample population of 150. The sample size is basically adult 
irrespective of age. The table contains the converted values of disease prevalence values from percentage to 
decimal values for mathematical application. For example, Diseases 1, 2 and 3 in the table represents Gin-
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givitis, Periodontitis and Dental caries respectively. Their prevalence in the sample population are 75.4%, 
15.4% and 35.5% respectively.  

The results of the proposed system are tabulated in Table 4. The table comprises of selected symp-
toms, diseases related to the selected symptoms, specific disease from the result of the diagnosis, disease 
prevalence value and Bayes posteriors value. Existing system evaluation was based on the accuracy of the 
classifier over a given test set tuples that were correctly classified by the system. The tuples were termed as 
positive tuples (i.e., presence of disease) and negative tuples (i.e., absence of disease). True positives were 
the positive tuples that are correctly labeled by the system while the true negatives were the negative tuples 
that are correctly labeled by the classifier. False positives were the negative tuples that are incorrectly la-
beled (absence of the disease for which the classifier labels as presence of the disease) while false negatives 
were the positive tuples that are incorrectly labeled (presence of the disease for which the classifier predicts 
as absence of the disease). Existing system used 14 pain parameters out of which only 6 were significant 
and the rest were redundant. The proposed system was also evaluated same way as existing system. In the 
case of the proposed system, parameters used correctly diagnose relevant disease as validated by experts. 
Figure 1 and Figure 2 shows the records and diagnosis menus of the proposed system.  
 
Table 3. Disease prevalence values. 

Disease Prevalence value Disease Prevalence value 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 

0.754 
0.154 
0.355 
0.427 
0.096 
0.25 
0.25 

0.148 
0.34 
0.02 

11 
12 
13 
14 
15 
16 
17 
18 
19 
20 

0.018 
0.056 
0.276 
0.429 
0.366 
0.35 

0.035 
0.11 
0.16 

0.064 
 
Table 4. Results of improved system. 

S/N 
Selected 
symptoms 

Related 
Diseases 

Specific 
diseases 

Disease  
prevalence  
value 

Posterior  
value 

Number  
of  
symptoms 

1 
Hole, 
Discoloration, 
No pain. 

Pulpitis 
Caries 
Dental Fluorosis 

Caries 
0.427 
0.355 
0.056 

1.067 
3.017 
0.112 

1 
3 
1 

2 
Swelling gum, 
Bleeding gum, 
Mobility of teeth. 

Gingivitis 
Periodontitis 
Pregnancy Epulis 

Periodontitis 
0.754 
0.154 
0.02 

6.032 
1.232 
0.12 

2 
3 
1 

3 
Bad breath, 
Caries, Cough. 

Mouth Odour 
(Halitosis) 

Mouth Odour 
(Halitosis) 

0.148 0.37 2 
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Continued 

4 
Extraction 2 or 3 days previously, 
Pain 2 or 3 days after extraction, 
No clot in socket Bad breath. 

Dry Socket 
Mouth 
Odour (Halitosis) 

Dry Socket 
0.18 
0.148 

1.99 
1.109 

4 
1 

5 
Fractured tooth, 
No caries. 

Cracked Tooth 
Cracked  
Tooth 

0.34 2.380 2 

6 
Swelling gum, 
Pain around gum flap, 
Trapped tooth on x-ray. 

Gingivitis 
Periodontitis 
Pregnancy Epulis 
Pericoronitis 

Pericoronitis 

0.754 
0.154 
0.02 
0.096 

2.262 
0.077 
0.12 
0.336 

1 
1 
1 
2 

7 
Caries, 
No pus in swelling, 
Fluctuant swelling. 

Dental cyst. 
Dental Flurosis 
Caries 

Dental Cysts 
0.035 
0.056 
0.71 

0.035. 
0.112. 
0.71 

3 
1 
1 

8 

Swelling gum, 
Bleeding gum, 
Non mobile teeth, 
Pain from gum. 

Gingivitis 
Periodontitis 
Pregnancy Epulis 

Gingivitis 
0.754 
0.154 
0.02 

7.539 
0.462 
0.12 

4 
3 
1 

9 
Pain, Painful wound, 
Drug reaction. 

Oral ulcer 
Teeth Sensitivity 

Oral ulcer 
0.25 
0.25 

0.25 
0.125 

2 
1 

10 
Pain, underneath denture, Redness 
over the painful site, History of  
inadequate intake of water. 

Salivary gland 
stone 
Denture stomatitis 

Denture  
stomatitis 

0.012 
0.35 

0.012 
1.749 

1 
2 

 

 
Figure 1. Records menu. 
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Figure 2. Output of the system.  

6. CONCLUSION AND FUTURE WORK 
A dental disease diagnostic tool was developed based on Bayes’ rule. Bayes rule was able to generate 

the probability of a desired dental disease given a set of symptom parameters, however it has its short-
comings. The parameters used were disease prevalence, (which is the number of people with disease in the 
given sample population), disease symptom scores, (the numeric value of the symptom which determines 
the effect on the disease). In order to achieve a high rate of accuracy, an improved algorithm was added to 
the Bayes theorem, which is the “Number of Symptoms (NS)”. NS closed the gap created by Bayes theo-
rem in this research. The Bayes shorting comings were as a result of the prevalence values used to calculate 
the posterior (probability of a disease) value. Prevalence is the population of people affected with a disease 
in the sample population. Difference in prevalence values in various locations affected the results of the 
posterior, hence NS was inserted into the system to give a more accurate result. In the future, the proto-
type implementation would be tested for computational complexity and time consumption rate.  
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