
Journal of Applied Mathematics and Physics, 2022, 10, 2708-2719 
https://www.scirp.org/journal/jamp 

ISSN Online: 2327-4379 
ISSN Print: 2327-4352 

 

DOI: 10.4236/jamp.2022.109181  Sep. 20, 2022 2708 Journal of Applied Mathematics and Physics 
 

 
 
 

Research on Site Planning of Mobile 
Communication Network 

Yunshuo Chen, Fanqiang Fu* 

Zunyi Vocational and Technical College, Zunyi, China 

 
 
 

Abstract 
With the development of 5G technology, network communication has become 
the most commonly used tool in People’s Daily life and production. Due to the 
huge user base, the problem of site selection of communication network has 
become more and more complex. This paper mainly studies the problem of 
mobile communication network site planning, using 0 - 1 planning knapsack 
model, heuristic algorithm, simulated annealing algorithm and other methods, 
combined with MATLAB software to effectively solve the location of site coor-
dinates and the type of base station selection, give the optimal results of site 
selection. It has certain guiding significance to mobile communication net-
work site planning. 
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1. Introduction 

With the rapid development of the Internet, mobile communication technology 
has achieved unprecedented development. Mobile communication has become 
the main way for people to communicate. Industries and enterprises hope to re-
duce costs, improve market response efficiency and labor productivity through 
mobile communication technology. However, how to choose the location of the 
base station to maximize the coverage of the site and minimize the cost has be-
come the most critical problem of the mobile communication system. The loca-
tion and configuration of early base stations were usually selected by network 
engineers based on personal experience and field measurements, but this was 
often far from the actual optimal site. Although the emergence of digital maps 
provides favorable information to network engineers, they can only be used for 
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coverage analysis and prediction, which still needs repeated verification by en-
gineers [1]. Therefore, how to carry out base station planning has attracted ex-
tensive attention of experts at home and abroad. 

In 2001, Jin K.H. et al. proposed a new representation method to describe the 
location of the base station with real numbers by introducing a new genetic op-
erator on the base station planning problem, which could describe not only the 
location of the base station, but also the number of base stations. Experimental 
simulation results show that the algorithm can find the nearly optimal base sta-
tion layout and the effective number of base stations [2]. In 2002, K. Tutschku 
presented an engineering approach to demand-based wireless network design 
for cellular mobile communication systems. A new discrete population model is 
used to describe traffic, and then the concept of demand node is proposed. The 
transmitter localization task can be formulated as the maximum coverage locali-
zation problem (MCLP) by using this concept, and the MCLP problem is solved 
by the greedy heuristic set cover base station positioning algorithm (SCBPA) [3]. 
In 2004, Sheng Zhong et al. proposed a base-station distribution planning Algo-
rithm for CDMA network based on cost control based on Genetic Algorithm. 
The algorithm takes into account many planning objectives and requirements in 
the actual project of CDMA network planning, and can find the base station dis-
tribution scheme that meets the needs of CDMA network construction. Experi-
mental results show that the algorithm can further reduce the possibility of fall-
ing into local optimal solution, and also improve the convergence speed [4]. In 
2005, Larry Raisanen et al. used greedy algorithms to select and configure base 
station locations in the NP-hard optimization problem of antenna placement, 
while comparing the capabilities of four state of the art multi-objective genetic 
algorithms, giving the results and performance discussion of the algorithms [5]. 
In 2009, Cunxiang Chen et al. proposed an improved search direction based on 
the idea of particle swarm optimization (PSO) algorithm, and applied the im-
proved algorithm to the research of base station distribution planning. The si-
mulation results show that the improved algorithm can improve the base station 
coverage and reduce the economic cost [6]. In 2016, Ying Chao et al. proposed a 
base station planning optimization method based on accelerated genetic algo-
rithm on the base station distribution planning problem. Compared with the tra-
ditional algorithm, the algorithm has fast convergence speed, high accuracy of 
the optimal solution, avoids premature convergence, and can effectively provide 
the optimal base station location distribution scheme in line with the require-
ments of network construction [7]. 

In the past decades, although there has been a lot of in-depth research on the 
problem of mobile communication network site planning, and many excellent 
results have been achieved, the research on this problem still has very important 
application value in view of the large user base of network communication, high 
social attention and large economic benefits. 

The first section of this paper mainly introduces the background of network 
site planning and the research status at home and abroad; the second section 
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mainly gives the paper’s needs to solve the problem; the third section mainly gives 
the hypothesis of the model for solving the problem; the fourth section mainly 
introduces the model establishment process and the results obtained in the prob-
lem solving; the fifth section mainly summarizes the advantages and disadvan-
tages of the model. 

2. The Question Is Raised 

The rapid development of mobile communication technology and the increasing 
operation scale bring about more and more complex communication network. 
With the development of 5G, the bandwidth of communication is getting larger 
and larger, but the coverage area of base stations is getting smaller and smaller, 
which makes the number of base stations needed to cover the same area become 
more and more. 

The site selection problem is: according to the coverage situation of the net-
work antenna, a certain number of points can be selected for the weak coverage 
area of the network, so that the coverage problem of the weak coverage area of 
the network can be solved after building a new base station on these points (for 
details, see Question D of the 12th MathorCup University Mathematical Model-
ing Challenge in China). 

Issues to be discussed: according to the given information and the attached 
data, the site planning is conducted, so that 90% of the total business volume of 
the weak coverage points is covered by the planned base station. Given the coor-
dinates of the selected site and the base station types selected for each site. 

3. Model Hypothesis 

1) Assume that the screened data can reflect the overall base station construc-
tion. 

2) It is assumed that the influence of subjective factors is ignored when consi-
dering the construction cost. 

3) Assume that the data indicators given in the title are objective and true. 

4. Model Establishment and Solution 
4.1. Abbreviations and Acronyms 

As for the selection of base stations, the selection of base stations can only be se-
lected or not selected, so it belongs to the 0 - 1 knapsack planning problem. It is 
necessary to select the items with the highest value within a certain weight range, 
so the base station with the largest service volume is preferentially selected, and 
the objective function is solved by the heuristic algorithm. See Figure 1 for the 
problem solving flow chart. 

4.2. Data Cleaning 

Firstly, the coordinates of the existing weak coverage points are cleaned accord-
ing to the two-norm formula. According to the formula: 
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Figure 1. Problem solving flowchart. 

 

( ) ( )2 2
0 0 02

10P P x x y y− = − + − ≤
            (1) 

On the basis of the existing base station, the weak coverage points with thre-
shold less than 10 are eliminated, and the calculation results are shown in Table 
1 below. 

Considering the service quantity and computational efficiency of each weak 
coverage point, we screened out the weak coverage points with service quantity 
less than 1 and removed them, and 56,925 data were deleted from 182,807 data. 
The data visualization after cleaning is shown in Figure 2 and Figure 3. 

4.3. Model Establishment 

The base station location problem is classified as the knapsack problem [8]. For 
this problem, n base stations need to be selected (the total price of the base sta-
tion is the cost, which is the knapsack capacity), and the service quantity of base 
station j is wj and the cost is sj. Assume that both the service quantity and service 
cost of the base station are non-negative, and the maximum total service quanti-
ty is W. 

So that 90% of the total traffic of the weak coverage point is covered by the 
planned base station. For planning the choice of macro base station or micro 
base station, 0 - 1 variables are introduced: ,i ip q . 

Make it satisfied: 

dicates that the base station is not selected
Indicates that the base station is se

0,
1 lec e

,
t, di ip q 

= 
  

Let ( ),V i j  represent the maximum base station service quantity of j that can  
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Table 1. Solving Euclidean distance results for existing base stations and weak coverage 
points. 

euclidean distance 1 4 33 35 36 52 55 67 

66 1486 922 834 2538 787 1196 1748 1723 989 

67 1486 921 834 2537 787 1195 1747 1722 988 

177 1486 834 752 2441 701 1117 1638 1612 894 

187 1486 827 745 2432 694 1110 1628 1602 885 

284 1486 755 680 2348 625 1046 1532 1505 806 

309 1486 738 664 2326 609 1030 1507 1480 786 

1400 1486 790 866 1499 841 924 467 396 671 

1418 1486 803 880 1488 857 933 452 378 684 

1419 1486 804 881 1488 857 934 451 377 685 

1464 1486 838 917 1461 895 957 414 333 717 

1483 1486 853 933 1450 912 968 399 315 732 

1554 1486 909 992 1411 973 1009 346 247 786 

1571 1486 923 1007 1402 988 1019 334 231 800 

1582 1486 932 1016 1397 998 1026 327 221 809 

1584 1486 934 1018 1396 1000 1027 326 219 810 

1610 1486 955 1040 1382 1023 1043 309 195 832 

1611 1486 956 1041 1382 1024 1044 309 195 832 

1615 1486 959 1045 1380 1027 1046 306 191 836 

1618 1486 962 1047 1378 1030 1048 304 188 838 

1624 1486 967 1052 1375 1035 1052 301 183 843 

 

 
Figure 2. Weak coverage point visualization. 
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Figure 3. Data cleaning comparison. 

 
be selected among the first i base stations, then the dynamic programming func-
tion can be obtained as follows: ( ) ( ),0 0,V i V j=  put the first i items into knap-
sack with capacity 0 and 0 items into knapsack with capacity j, and the value is 0. 

( ) ( ), 1, , jV i j V i j j w= − < . If the service quantity of the ith base station is 
greater than the total service quantity jj w< , the maximum service quantity ob-
tained by selecting the first i base stations is the same as that obtained by select-
ing the first 1i −  base stations, that is, base i is not selected. 

1) If the ith base station is selected, the total service volume of the base station 
is equal to the value of the first 1i −  base station in the backpack with the ca-
pacity of ij w−  plus the service volume of the CTH base station vi; 

2) If the ith base station is not selected, the service volume in the new base sta-
tion is equal to the value obtained by loading the previous 1i −  base station in-
to the backpack with capacity j. Take the more valuable of the two. Then con-
sider each iteration: 

Step 1: Select only the first base station to determine the maximum value of 
the total service volume under various circumstances; 

Step 2: Select only the first two base stations to determine the maximum value 
that can be obtained by the total service volume under various circumstances; 
…… 
Step n: Select only the top n base stations to determine the maximum value 

that can be obtained by the total service volume under various circumstances. 
Finally, ( ),V n W  is the maximum value obtained when loading n items into 

a knapsack of capacity W. 
In order to get the ( ),V n W , need to push forward to ( )1,V n W− . If  
( ) ( ), 1,V n W V n W> − , is the first n base station into the backpack, 1n −  base 

station before loading capacity of jW w−  backpack. Otherwise, the NTH base 
station is not loaded into the knapsack and the first 1n −  base stations are loaded 
into the knapsack with capacity W. 
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Until it is determined whether the first base station is selected. On this basis, a 0 - 
1 integer programming model with maximum business volume is established. The 
decision variables, objective functions and constraints in the model are as follows: 

Decision variable: coordinates of new base station;  
Objective function: the total business volume of the new base station; 
Constraint condition: 
1) The Euclidean distance between the new base station and the weak cover-

age point is less than 30 or 10; 
2) The threshold between two new base stations or between the new base sta-

tion and the weak coverage point is not less than 10;  
3) The choice of base station is 0 or 1; 
4) For each weak coverage point, the sum of macro base stations or micro base 

stations should be less than or equal to 1. 
To sum up, we can obtain the basic model as follows: 

1 1max n
j i ii

n
jiW w p w q

= =
= +∑ ∑                   (2) 

( ) ( ) ( )

( ) ( ) ( )

, 1 , 1

2 2
0 0

2 2
0 0

6350607

0,1
0,1s.t

30, and belong to Acer stations

10, and belong to the microbase station

j i j ii j

i

i

n
i j
nw p w q

p
q

x x y y x y

x x y y x y

= =
 + ≥

 =
 =
 − − − ≤


− − − ≤

∗



∗∑ ∑

 

4.4. The Simulated Annealing Algorithm Solves the Dynamic  
Programming Model 

In view of the particularity of the problem in this paper, the simulated annealing 
algorithm is selected as the solution method [9]. The simulated annealing algo-
rithm has two layers of cycles. In cycle 1, a new solution is generated by repeated 
iteration. At any temperature in the cooling process, a new solution is generated 
by random disturbance, and the change of the objective function value is calcu-
lated to determine whether it is accepted or not. Loop two: slow cooling and re-
peat the iterative process. After the iteration is completed at a fixed temperature, 
the temperature is slowly lowered so that the algorithm may converge to the 
global optimal solution. 

Due to the relatively high initial temperature of the algorithm, through the 
iterative process of loop 1, the new solution that increases E may be accepted 
with a certain probability at the beginning, so that the local minimum can be 
jumped out. In addition, although the receiving function is very small at low 
temperature, it is still possible to accept worse solutions. Therefore, the best 
feasible solution (the historical optimal solution) encountered in the annealing 
process is also recorded, and it is output together with the last accepted solution 
before the termination of the algorithm, so as to avoid missing the optimal solution. 

In application, the annealing process is controlled by a set of initial parame-
ters, namely the cooling Schedule, whose core is to make the system reach qua-
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si-equilibrium as far as possible, so that the algorithm can approach the optimal 
solution in limited time. The cooling progress parameters of the simulated an-
nealing algorithm are shown in Table 2. 

The solution flow chart of the simulated annealing algorithm is shown in Fig-
ure 4. 

 
Table 2. Simulated annealing cooling schedule. 

cooling schedule 

Initial values of control parameters undetermined 

Control the decay function of temperature undetermined 

Control the final value of the temperature parameter undetermined 

The length of Markov chain undetermined 

 

 
Figure 4. Flowchart of simulated annealing algorithm. 
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Parameter selection: 
1) Selection of control parameter Ti and initial value T0 
We choose Ti for each time the system cools down. The solution correspond-

ing to each control parameter Ti is xi According to the preliminary analysis of 
the global optimal solution and search range, combined with the size of the 
problem, we choose the initial value T0 to be 0.5. 

2) Decay function of control parameter Ri 
Because of the particularity of this case, we construct a special attenuation func-

tion to “cool down” the program 

( )
( )

1

1

1 1

0.1 1
i i i

i i i

T T T

T T T
+

+

 = − ≥


= − <  
Commonly used attenuation function of 1 , 0,1, 2,i iT T iα+ = =  , which can be 

α value of 0.5 ~ 0.99. 
3) Markov chain length [10] 
It is known that the length of Markov chain should be selected to reach a qua-

si-equilibrium state at each value of the control parameters. For simple cases,  
100iL n=  can be set directly. Here we set 5, 500in L= = . 

4) Acceptance function 

( )
( ) ( )

( ) ( )

1, if

e else,i

f i f j
kL

f i f j
p i j −

≤
⇒ = 
  

In the case of high temperature where Li is relatively large, the denominator of 
the index is relatively large, and it is xi negative index at this time, so the accep-
tance probability is close to 1, that is, the new solution xj, which is worse than 
the current solution A, may also be accepted, thus providing the possibility to 
jump out of the local optimal solution. 

5) Stop conditions 

0.1i fL L= =  
At high temperature, a wide area search has been conducted enough to find 

the region where the best solution may exist, while at low temperature, a local 
search has been conducted enough to find the global optimal solution, so Lf is set 
to a small enough number. Finally, the values of the cooling schedule are shown 
in Table 3. 

 
Table 3. Simulated annealing cooling schedule. 

cooling schedule 

Initial values of control parameters 0.5 

Control the decay function of temperature 1 , 0,1,2,i iT T i+ = = α  

Control the final value of the temperature parameter 200 

The length of Markov chain 500 
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Finally, MATLAB [11] [12] was used for programming and solving. The itera-
tive results are shown in Figure 5. 

After iteration, the calculation results are shown in Table 4 and Table 5. 
 

 
Figure 5. Simulated annealing iteration results change. 

 
Table 4. Acer station operation result. 

X Y class X Y class X Y class 

1645 1486 Acer station 532 66 Acer station 2417 534 Acer station 

1983 1486 Acer station 2084 1488 Acer station 1891 2447 Acer station 

2011 1486 Acer station 2273 2126 Acer station 1313 214 Acer station 

531 1487 Acer station 1732 531 Acer station 1314 214 Acer station 

212 1167 Acer station 1939 532 Acer station 1842 2129 Acer station 

Note *: due to the limited space, only 15 base station coordinate points are displayed 
 

Table 5. Site selection of micro-base station coordinates. 

X Y class X Y class X Y class 

1937 1480 Micro base station 337 2424 Micro base station 752 2431 Micro base station 

1882 2420 Micro base station 1796 2424 Micro base station 1798 2431 Micro base station 

1883 2420 Micro base station 222 2425 Micro base station 1835 2431 Micro base station 

1924 2420 Micro base station 328 2425 Micro base station 2347 2107 Micro base station 

Note *: due to the limited space, only 12 base station coordinate points are displayed. 
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Finally, it is calculated that 3302 macro base stations and 216 micro base sta-
tions need to be built, and the total cost is 33236. The proportion of the business 
volume of new base stations in the total business is 91.087%. The Euclidean dis-
tance is enlarged by 30 times for visual analysis, As shown in Figure 6 and Fig-
ure 7. 

Thus, the site selection scheme meets the requirements. 

5. Comments on the Model 

The site planning problem is a typical dynamic programming—0 - 1 knapsack 
model, take heuristic algorithm dynamic solve to meet the limitation conditions 
site coordinate location and base station type selection, in the process of using 
the simulated annealing algorithm, simulated annealing algorithm compared with 
previous approximate algorithm, running efficiency is high and less by the initial 
conditions constraints, but if the index data volume will be affected on conver-
gence speed, the algorithm may find local optimal solution optimal, the result is 
not the global optimal. 

 

 
Figure 6. Acer station distribution visualization. 
 

 
Figure 7. Visualization of micro-base station distribution. 
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