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Abstract 
Scanning probe microscopes (SPM) are limited in their speed of data acquisi-
tion by the mechanical stability of the scanner. Therefore many types of 
scanners have been developed to achieve a rigid setup while maintaining an 
acceptable image size. We have followed here a different path to accelerate 
data acquisition by improving the feedback loop to achieve the same SPM 
image quality in a shorter time. While the feedback loop in a scanning probe 
microscope typically starts to probe a new pixel starting from the previous 
position, we have reduced the total control time by using an improved start-
ing point for the feedback loop at each pixel. By exploiting the information of 
the already scanned pixels a forecast for the new pixel is created. We have 
successfully used several simple methods for a prognosis in MATLAB simula-
tions like one dimensional linear or cubic extrapolation and others. Only 
scanning tunnelling microscope data from real experiments were used to test 
the forecasts. A doubling of the speed was achieved in the most favourable 
cases. 
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1. Introduction 

Scanning probe microscopy (SPM) is a well-established and extremely powerful 
technique for the structural analysis of surfaces and thin films. Thereby scanning 
tunnelling microscopy (STM), atomic force microscopy (AFM), scanning near 
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field microscopy (SNOM) and more, have all in common that a local probe is 
used to determine a surface property. Thereby typically this signal is height de-
pendent and the height is regulated with a feed-back loop to determine the 
height of the set point value. After regulation the new height is saved as a new 
pixel which is then used as the starting point for the regulation of the next pixel. 
We show in this article that an improved starting point can accelerate the speed 
of the data acquisition. The improvement is a forecast of the next pixel on the 
basis of the prior pixels so that a reduced height difference has to be overcome 
by the feed-back loop. 

Some work has been published recently dealing with the simulation of the 
feedback loop of SPM [1]-[7]. In this article we have used simulations of the 
feed-back loop of a specific STM [8] [9] but regardless of the specific properties 
the results of the investigations are valid in general and apply to all SPM. 

The fundamental assumption the here presented procedure is based on, is that 
the settling time to achieve a vanishing stead-state error increases with step 
height. To prove this assumption we have simulated the feedback loop and de-
termined the settling time versus the applied step height. Figure 1 shows the re-
sult for two different types of feedback loops, a proportional and integral control 
(PI) with the following difference equation [10]: 

( ) ( ) ( ) ( )21 1u k u k a e k a e k= − + ⋅ + ⋅ −                (1) 

and a proportional and first order delay control (PT1) with the following differ-
ence equation [11]: 

( ) ( ) ( )2 1u k c e k c u k= ⋅ + ⋅ −                    (2) 

The coefficients c1 and c2 were chosen from real data [9] and the formulas (1) 
respectively (2) were embedded in an STM simulation as described below. Thereby  

 

 
Figure 1. (a) Step response of a PT1 feedback loop. (b) Settling time n0 versus step height Δz. The values have been determined 
using simulations with a PT1 and a PI feedback loop. Independent of the feedback loop type there is a logarithmic increase of the 
settling time versus the step height. 
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a step function with height Δz was fed into the simulation and the settling time 
n0 was determined when the tip height difference Δh becomes equal to Δz. The 
progression of the tip height is depicted in Figure 1(a) for a PT1 controller. 
Variation of the step height resulted then in the graph in Figure 1(b). The coef-
ficients a1 and a2 for the PI controller were then adjusted to yield the same set-
tling time for Δz = 10 DAC as the PT1 controller to ensure the same speed of the 
feed-back loop. By doing so, a direct comparison of the two controller types with 
respect to the settling time becomes possible. 

Both controllers show an almost logarithmic increase of the settling time over 
a wide range of step heights. We conclude, that the settling time increases with 
step height for both controller types. Therefore a successful pixel forecast should 
reduce the effective step height and thereby the settling time. By doing so the 
overall time required for data acquisition is reduced which will be shown in the 
next section. 

2. Materials and Methods 

The here simulated STM data acquisition system has a digital control at an ana-
logue control section. The feedback loop is constituted by the high voltage am-
plifier, the z-piezo actuator, the tunnelling junction, the I-V-converter, the ana-
logue to digital converter and the digital signal processor card [10] [11]. Latter 
one was a PC32 DSP from Innovative Integration with a cycle rate of 50 kHz. To 
mimic this system the following formulas were implemented in MATLAB dis-
playing the feedback loop. SIMULINK may have been used as well but was not 
because implementing the feedback loop was eased by using MATLAB only. The 
consecutive formulas were repeated times the number of cycles per pixel: 
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              (3) 

Hereby fconilog is the log10 value of the set point current and diff the deviation 
from it. The parameter c1 and c2 determine the PT1 controller. Δz is the step 
height in nm to be overcome and Δh is the height change in nm, please refer also 
to Figure 1(a) for their definitions. The dacvalue is the current tip position in 
DAC units. The course of the controller is saved in the array u(k). The exponen-
tial for the calculation of the current in the first line does not carry a minus sign 
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as expected from literature since here Δz + Δh denote the displacement of the 
tunnelling tip and not the distance from the surface. The ADC and DAC had a 
16 bit resolution on ±10 V voltage. 

Real data from low temperature scanning tunnelling microscopy experiments 
was used as test data [9]. Thereby care was taken that surfaces with different 
corrugations were chosen. Some of the data is shown in the next section of this 
article. The parameter c1, c2, gainIV and fconilog had been set in the experiments 
and are part of the test data. κ is an experimentally determined constant [9]. 

So the image was scanned in the simulation pixel by pixel and line by line us-
ing the Δz in nm of each pixel as input for the above displayed feedback loop. 
This Δz is adjusted for a better starting value by the use of a forecast ∆∆z. 
Thereby a linear one dimensional (1d), 

z m x b∆ =∆ ⋅ +                          (4) 

a cubic one dimensional, 
3 2

z x x xα β γ δ∆ = ⋅ + ⋅ + ⋅ +∆                    (5) 

and the two-dimensional gridfit MATLAB method and more were used. The co-
efficients in (5) and (7) were obtained by a least chi-square-fit. The gridfit 
MATLAB method uses one of either three methods: Interpolation of the next 
neighbour, triangular interpolation or bilinear interpolation. It is particularly 
well suited for the forecast of pixel at the brim of an area. 

The forecast requires a certain number of pixels as historical data within the 
same line or around the pixel, therefore no forecast was used in the first two 
columns of the image for the linear prediction, and no forecast was used in the 
first four columns for the cubic prediction and so on. 

3. Results 

Figure 2(a) displays an image recorded with a scanning tunnelling microscope 
at 4 K. Segmented flat areas of the Ag (111) surface are visible, separated by sin-
gle atomic steps. Figure 2(b) shows a horizontal linescan revealing rather 
smooth transitions between the pixels. This image has been taken as input for 
the above described simulations. 

First, the original feedback loop was used to simulate the scan of the image at 
the original speed of 64 cycles per pixel. Then the resulting image was subtracted 
from the experimental data and the absolute deviation summed over the whole 
image. This value was then used as a metric for the image quality. Figure 3 
shows the metric values for different forecasting methods and scanning speeds 
e.g. number of cycles per pixel. 

The original method without forecast should show actually a value of zero at 
the original experimentally used number of cycles per pixel of 64 because 64 was 
used in the experiment, but it does not. We attribute the deviation to the short-
comings of our implemented model and the round off errors in the numerical 
simulations. The implemented model of the STM does not include the impedances 
of cables and the actuator piezos and the mechanical properties of these. 
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Figure 2. (a) A 37.5 nm × 37.5 nm STM image of the Ag (111) surface at 4 K nearby a tip 
indention into the surface. (b) A horizontal linescan showing rather smooth transitions 
between the pixels. (a) A 37.5 nm × 37.5 nm STM image of the Ag (111) surface at 4 K 
nearby a tip indention into the surface. (b) A horizontal linescan showing rather smooth 
transitions between the pixels. 

 
Furthermore the rounding algorithm of the DACs and ADCs of the signal pro-
cessor card is not known either and had to be therefore assumed. Last but not 
least a number of intermediate regulation steps were taken in the original STM 
instead of a single large step. These are the reasons for a minor numerical insta-
bility to occur in the simulations which is visible in Figure 1(a) at the end of the 
graph. There the values of the feedback loop oscillate by one DAC unit instead of 
being completely stable. As a result the metric for the whole image is not zero, 
even with experimentally used number of cycles per pixel. On the other hand 
show the simulations with forecast sometimes zero error. There the forecast re-
sulted in a compensation of the above mentioned error sources. 

Figure 3 shows as well results from scans with smaller number of cycles per 
pixel e.g. higher speed. The deviation metric shows a pronounced rise as the 
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Figure 3. Simulation results for the image in Figure 2(a) displaying the deviation of an 
image scan with pixel forecast from an ideal image scan taken with 64 cycles per pixel 
without pixel forecast. The erroneous deviation increases with decreasing number of 
cycles per pixel. The two alternative methods with pixel forecast clearly show improved 
results over the original feedback loop without forecasting. 

 
number of cycles is decreased. At small numbers of cycles the time is not suffi-
cient anymore for the feedback loop to complete the regulation. This situation is 
improved by using pixel forecast methods for the respective next pixel. Figure 3 
shows results with a one dimensional linear forecast and with a two dimensional 
forecast which is using the gridfit MATLAB method. The latter yielded similar 
results as the 1d-linear forecast although it exploits the two dimensional area 
surrounding the respective next pixel. 

The values for the deviation metric at 35 cycles per pixel do not substantially 
differ from the values at 64 cycles, the original number. In fact, even the simu-
lated image at 32 cycles is optically not distinguishable from the original one 
with 64 cycles. We therefore conclude that the speed of data acquisition can in-
deed be doubled without loss of image quality. 

Figure 4 shows a rather different topography. Here an artificial atomic struc-
ture at 4 K is displayed. Again the transitions between the pixels are rather 
smooth and the profile is steady. These are good conditions for a forecast and 
actually the forecast methods show again good performance as depicted in Fig-
ure 5. There in some cases were even no errors using a forecast, showing the 
improved quality by the forecast methods. More methods have been tested, in-
cluding cubic extrapolation, averaging methods and combination of these. The 
outcome of these simulations are not shown here, but are mixed and yield similar 
results as compared to those in Figure 3 and Figure 5 [11]. 
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Figure 4. (a) A 28.1 nm × 28.1 nm stm image of the Ag (111) surface at 4 K showing an 
artificial atomic structure from 51 Ag atoms. (b) A horizontal linescan showing again ra-
ther smooth transitions between the pixels. 

 
More topographies have been tested, a selection can be seen in Figure 6. In 

Figure 6(a) the Ag (111) surface has been atomically resolved. The correspond-
ing horizontal linescan can be seen in Figure 6(b) and shows a signal at the res-
olution limit of the ADC. Although the single atoms are clearly visible in the 
image, the signal counts only 1 - 3 DAC units. Even more, the noise level ap-
pears to be of similar strength, as is apparent from the image data. Therefore it is 
not surprising that the forecasting methods fail for this image. 

In Figure 6(c) the Cr (110) surface has been resolved. Several flat terraces can 
be seen, separated by atomic steps. On the terraces, adsorbates are displayed as 
dark indentions. The horizontal linescan in Figure 6(d) shows the high number 
of adsorbates as dips in the curve. Again the forecast methods yield no advantage 
for this image. We conclude that high frequency modulations like the kind in 
Figure 6(c) are not suited for linear or cubic forecast methods. 
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Figure 5. Simulation results for the image in Figure 4(a) displaying the deviation of an 
image scan with pixel forecast from an ideal image scan taken with 48 cycles per pixel 
without pixel forecast. Again the two alternative methods with pixel forecast clearly show 
improved results over the original feedback loop without forecasting. 

4. Discussion 

To summarize, we have presented a method to increase the speed of data acqui-
sition in SPM. The increasingly computational more powerful signal processor 
cards make it possible to use intelligent and complex regulators. Therefore such 
forecast methods can easily be implemented. We were able to prove that linear 
forecasts improve the acquisition speed substantially and can even double it. We 
showed also the limitations of this method which are given by poor sig-
nal-to-noise data or high frequency modulation of the data. 

Although the approach presented in this article may resemble of a feedfor-
ward control approach as discussed in [12], it differs by not altering the speed of 
the feed-back loop itself but instead reducing the time which is spent on each 
pixel. In that sense the electromechanical dynamics of the scanner and the 
feed-back loop are not altered. 

A moving-average-time series (MA) approach has been investigated by one of 
the co-authors in [13]. It showed good results for tilted surfaces but not as good 
as the results shown here. An inclination between the tip measurement plane 
and the surface plane is usually present and can thus be compensated but does not 
consider local details. Future work can be done using auto-regressive-time series 
(AR) approach or even ARMA or ARMA-GARCH. A simpler method from fi-
nancial forecasting would be to use a Kalman-filter, a linear predictor for noise 
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Figure 6. (a) A 2.34 nm × 2.34 nm STM image of the Ag (111) surface at 4 K showing atomic resolution. (b) A horizontal linescan 
from (a) showing the poor vertical resolution. (c) A 124 nm × 124 nm stm image of the Cr (110) surface at 77 K showing several 
atomic steps and adsorbates on them. (d) A horizontal linescan from (c) showing high frequency modulation. 
 

affected data. 
At this point we point out, that we have used feedback gains which were ob-

tained experimentally. These feedback gains cannot be increased further, other-
wise the mechanical resonances of the piezo system would be triggered, resulting 
in artefacts in the images. These mechanical resonances are not included in the 
used model, putting therefore a limitation to the realistic description of the used 
setup. Because of that and because only the recorded forward image pixels were 
used, we consider this study rather as a proof of concept. Future work might in-
clude implementation in an experimental setup and the robustness analysis of 
this approach to the quantization, the fitting dilemma. 

5. Conclusion  

The here presented method can be applied not only to STM but to all SPM me-
thods in general to accelerate data acquisition. 
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