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Abstract 
In this paper, we shall be concerned with the numerical solution of parabolic 
equations in one space variable and the time variable t. We expand Taylor se-
ries to derive a higher-order approximation for Ut. We begin with the sim-
plest model problem, for heat conduction in a uniform medium. For this 
model problem, an explicit difference method is very straightforward in use, 
and the analysis of its error is easily accomplished by the use of a maximum 
principle. As we shall show, however, the numerical solution becomes unsta-
ble unless the time step is severely restricted, so we shall go on to consider 
other, more elaborate, numerical methods which can avoid such a restriction. 
The additional complication in the numerical calculation is more than offset 
by the smaller number of time steps needed. We then extend the methods to 
problems with more general boundary conditions, then to more general li-
near parabolic equations. Finally, we shall discuss the more difficult problem 
of the solution of nonlinear equations. 
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1. Introduction 

Partial differential equations (PDEs) form the basis of very many mathematical 
models of physical, chemical and biological phenomena, and more recently their 
use has spread into economics, financial forecasting, image processing and other 
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fields. There are other explicit numerical methods that can be applied to the 1-D 
heat or diffusion equation such as the Method of Lines which is used by Matlab 
and Mathematica [1] [2]. In calculating the quantities to a good approximation, 
there is a thin boundary layer near the wing surface where viscous forces are 
important and that outside this an inviscid flow can be assumed. Which we will 
assume is locally flat, we can model the flow by 

2

2

1 ,u u pu v
x xy ρ
∂ ∂ ∂

− =
∂ ∂∂

                       (1) 

where u is the flow velocity in the direction of the tangential co-ordinate x, y is 
the normal co-ordinate, ν is the viscosity, ρ is the density and p the pressure; we 
have here neglected the normal velocity. This is a typical parabolic equation for  

u with 1 p
xρ
∂
∂

 treated as a forcing term [3] [4]. Away from the wing, considered  

just as a two-dimensional cross section, we can suppose the flow velocity to be 
inviscid and of the form ( ),u u v∞ +  where u and v are small compared with the 
flow speed at infinity, u∞  in the x-direction. One can often assume that the 
flow is irrational so that we have 

0,v u
x y
∂ ∂

− =
∂ ∂

                          (2) 

then combining the conservation laws for mass and the x-component of mo-
mentum, and retaining only first-order quantities while assuming homentropic 
flow, we can deduce the simple model 

( )21 0v uM
x y∞
∂ ∂

− + =
∂ ∂

                      (3) 

where M∞  is the Mach number at infinity, 
uM
a
∞

∞
∞

= , and a∞  is the sound 

speed [5] [6].  

2. Explicit Methods for 1-D Heat or Diffusion Equation 
2.1. Difference Approximations for Derivative Terms in PDEs 

We consider ( ),U x t  for 0 x a≤ ≤ , 0 t T≤ ≤ . 
Discrete time and spatial variable x: 

, ,
1

T at x
m n

∆ = ∆ =
+

 

, 0 , , 0 1k jt k t k m x j x j n= ∆ ≤ ≤ = ∆ ≤ ≤ +  

Let ( ),k
j j kU U x t=  

Consider Taylor series expansion for 1k
jU + : 

( )
22

1 3
2   

2

k k
j jk k

j j

U UtU U t O t
t t

+ ∂ ∂∆
= + ∆ + + ∆

∂ ∂
             (4) 

If we only consider ( )O t∆  terms in Equation (4) then we arrive at the for-
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ward difference in time approximation for tU : 

( )
1k k k

j j jU U U
O t

t t

+∂ −
= + ∆

∂ ∆
 

We can also derive a higher-order approximation for tU  if we consider the 
Taylor series expansion for 1k

jU −  as well: 

( )
22

1 3
22

k k
j jk k

j j

U UtU U t O t
t t

− ∂ ∂∆
= − ∆ + + ∆

∂ ∂
             (5) 

(4) – (5) ⇒  ( )
1 1

2

2

k k k
j j jU U U

O t
t t

+ −∂ −
= + ∆

∂ ∆
 ⇒  leap-frog  

(or center difference) in time. This gives higher-order accuracy than forwarding 
difference. We can also perform similar manipulations to arrive at approxima-
tions for the second derivative ttU : 

(4) + (5) 2 k
jU−  ⇒  ( )

2 1 1
2

2 2

2k k k k
j j j jU U U U

O t
t t

+ −∂ − −
= + ∆

∂ ∆
 ⇒  central difference 

The finite difference method makes use of the above approximations to solve 
Partial Differential Equations, PDEs numerically [7] [8] [9]. 

2.2. Central Differences 

The central differences solve Partial Differential Equations, as well: 

( ) 1 1  , , , ,
2 2t v x t v x t t v x t tδ    = + ∆ − − ∆   

   
            (6-a) 

( ) 1 1  , , , ,
2 2t v x t v x x t v x x tδ    = + ∆ − − ∆   

   
            (6-b) 

when the central difference operator is applied twice we obtain the very useful 
second-order central difference 

( ) ( ) ( ) ( )2   , , 2 , ,x v x t v x x t v x t v x x tδ = + ∆ − + − ∆            (7) 

For first differences, it is often convenient to use the double interval central dif-
ference 

( ) ( ) ( ) ( ) ( )0
1 1  , , , ,
2 2x x xv x t v x t v x x t v x x t+ −∆ = ∆ + ∆ = + ∆ − − ∆      (8) 

A Taylor series expansion of the forward difference in t gives for the solution of: 

t xxu u=  for 0, 0 1t x> < <                   (9)  

( ) ( ) ( )

( ) ( )2 3

, , ,
1 1   
2 6

t

t tt ttt

u x t u x t t u x t

u t u t u t

+∆ = + ∆ −

= ∆ + ∆ + ∆ +�
          (10) 

By adding together, the Taylor series expansions in the x variable for xu+∆ , and 

xu−∆ , we see that all the odd powers of x∆  cancel, giving 

( ) ( ) ( )2 42 1,
12x xx xxxxu x t u x u xδ = ∆ + ∆ +�              (11) 
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We can now define the truncation error of the scheme  

( )1
1 12n n n n n

j j j j jU U U U Uµ+
+ −= + − +                  (12) 

We first multiply the difference equation throughout by a factor, if necessary, so 
that each term is an approximation to the corresponding derivative in the diffe-
rential equation. Here this step is unnecessary, provided that we use the form 

( )

1
1 1

2

2n n n n n
j j j j jU U U U U

t x

+
+ −− − +

=
∆ ∆

                   (13) 

rather than (12) [10] [11] [12]. The truncation error is then the difference be-
tween the two sides of the equation, when the approximation n

jU  is replaced 
throughout by the exact solution ( ) ,j nu x t  of the differential equation. Indeed, 
at any point away from the boundary we can define the truncation error ( )  ,T x t  
[13] [14]. 

2.3. Definition  

The truncation error ( )  ,T x t  is define by:  

( ) ( ) ( )
( )

2

2

, ,
, t xu x t u x t

T x t
t x

δ+∆= −
∆ ∆

                   (14) 

so that: 

( ) ( ) ( )

( )

2

2

1 1,
2 12

1 1
2 12

t xx tt xxxx

tt xxxx

T x t u u u t u x

u t u x

 = − + ∆ − ∆ + 
 

= ∆ − ∆ +

�

�

          (15) 

where these leading terms are called the principal part of the truncation error, 
and we have used the fact that u satisfies the differential equation [5] [15]. 

We have used Taylor series expansions to express the truncation error as an 
infinite series [16]. It is often convenient to truncate the infinite Taylor series, 
introducing a remainder term, for instance: 

( ) ( ) ( ) ( )

( ) ( )( )

2 3

2

1 1, ,
2 6
1, , ,
2

t tt ttt

t tt

u x t t u x t u t u t u t

u x t u t u x tη

+ ∆ = + ∆ + ∆ + ∆ +

= + ∆ + ∆

�
      (16) 

where η  lies somewhere between t and t t+ ∆ . If we do the same thing for the 
x expansion the truncation error becomes 

( ) ( ) ( )( )21 1, , ,
2 12tt xxxxT x t u x t u t xη ξ= ∆ − ∆             (17) 

where ( ),x x x xξ ∈ −∆ + ∆ , from which it follows that: 

( ) ( )21 1,
2 12tt xxxxT x t M t M x≤ ∆ + ∆               (18) 

1 1 ,
2 6tt xxxxt M M t = ∆ + ∆ 

 
                  (19) 
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where ttM  is a bound for ttu  and xxxxM  is a bound for xxxxu . It is now 
clear why we assumed that the initial and boundary data for u were consistent, 
and why it is helpful if we can also assume that the initial data are sufficiently 
smooth. 

For then we can assume that the bounds ttM  and xxxxM  hold uniformly 
over the closed domain [ ] [ ]0,1 0, Ft×  [9] [17]. 

For example, suppose the boundary conditions specify that u must vanish on 
the boundaries 0x =  and 1x = , and that u must take the value 1 on the initial 
line, where 0t = . Then the solution ( ),u x t  is obviously discontinuous at the 
corners, and in the full domain defined by 0 1, 0x t< < >  all its derivatives are 
unbounded, so our bound for the truncation error is useless over the full domain 
[18] [19]. 

3. Implicit Backward Euler Method for 1-D Heat Equation 

Unconditionally stable (but usually slower than explicit methods). Implicit be-
cause it evaluates difference approximations to derivatives at next time step 1kt +  
and not current time step we are solving for kt . 

( )
1 1 1

1 1
1 2

2
,

K k k
j j j

xx k j

U U U
U t x

x

+ + +
+ −

+

− +
=

∆
               (20) 

( )
1

1,
k k
j j

t k j

U U
U t x

t

+

+

−
=

∆
                    (21) 

t xxU Uβ=  becomes: 

( )
( ) ( )

1 1 1 1
1 12

1 1 1
1 1

2

1 2

k k K k k
j j j j j

k K k
j j j

tU U U U U
x

s U s U U

β+ + + +
+ −

+ + +
+ −

∆
= − − +

∆
= + − +

             (22) 

where 2

ts
x

β∆
=
∆

 as before. We still need to solve for 1k
jU +  given k

jU  is known. 

This requires solving a tridiagonal linear system of n equations [1] [20]. 

Again we let ( )1 , , , 0, , 1k
j j k jU U x t x j x j n+ = = ∆ = +� , 

, , 0, ,
1 k

ax t k t k m
n

∆ = = ∆ =
+

�  and Tt
m

∆ = . 

3.1. Numerical Implementation of the Implicit Back Ward  
Euler Method 

We are solving the same problem: ( ) ( )0,0,t xx j jU U U x U f xβ= = =  

3.2. Example 

We are solving the same system again with the method of lines: t xxU Uβ=  
where the initial conditions are ( ) ( ),0 sin 2 2 1U x x x= + +π  

50 1, 10 , 0 12000x tβ −≤ ≤ = ≤ ≤  

boundary conditions are ( )0, 1U t =  and ( )1, 2xU t = . 
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Again we have: 

A b
t

∂
= +

∂
U U  

we replace 

1 1
2

2j j j
xx

U U U
U

x
+ −− +

=
∆

 

where ( ) ( ), , ,0 1j j jU x t U t x j x j n= = ∆ ≤ ≤ +  

1 , 1
1 1

ax a
n n

∆ = = =
+ +

 

with boundary conditions: ( ) ( )00, 1U t U t= =  

( ) ( )1 1
1 1, 2 2n n n

n n
U U UU t t U U x

x x x
+ +

+

∂ −∂
= = ∆ = + ∆

∂ ∂ ∆
�       (23) 

In matrix form for 3n =  elements: 
 

0 0x =  1x  2x  3x  4 1x =  

 

1 1

2 22 2

3 3

2 1 0 1
  1 2 1 0

0 1 1 2

U U
U U

t x x
U U x

β β
−      

∂       = = − +      ∂ ∆ ∆      − ∆      

U        (24) 

A= +U U b  

The Dirichlet boundary conditions is: 

( ) ( ) ( )0 1 40, 1 , , 1, 3k k k
nU t U U a t U t U U+= = = = = =  

For simplicity we consider only 4 elements in x in this example to find the ma-
trix system we need to solve for: 
 

0 0x =  1 0.25x =  2 0.5x =  3 0.75x =  4 1x =  

 
We writing ( )1 1 1

1 1 1 2k k k k
j j j jU U s U U+ + +
+ − − + + + =   as a matrix equation:  

1 1
0 1 0

1
2 2

1 1
3 3 4

Tridiagonal matrix Solution at next time step given from b.c.

1 2 0
1 2 0

0 1 2

k k k

k k

k k k

U

t s U U U
s s s U U s

s s U U U

+ +

+

+ +

     + − 
      − + − = +      

       − +       ����������� ��� ���

   (25) 

1 1 1k k k kA A+ + −  = + ⇒ = + U U b U U b  

4. Heat Conservation Properties 

Assume that in our model heat flow problem t xxu u=  we define the total heat 
in the system at time t by: 

( ) ( )1

0
, dh t u x t x= ∫                       (26) 

Then from the differential equation we have:  
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[ ]1 1 1

00 0

d d d .
d t tt x
h u x u x u
t
= = =∫ ∫                    (27) 

This is not very helpful if we have Dirichlet boundary conditions: but suppose 
we are given Neumann boundary conditions at each end, say, ( ) ( )00,xu t g t=  
and ( ) ( )11,xu t g t= . Then we have:  

( ) ( )1 0
d ,
d
h g t g t
t
= −                         (28) 

so that n is given by integrating an ordinary differential equation [21] [22]. Now 
suppose we carry out a similar manipulation for the θ -method equations:  

( )1 2 1 21 , 1, 2, , 1n n n n
j j x j x jU U U U j Jµ θδ θ δ+ + − = + − = −  �       (29) 

introducing the total heat by means of a summation over the points for which 
(29) holds: 

1
1   .Jn n

jjH xU−

=
= ∆∑                         (30) 

Then, recalling from the definitions of the finite difference notation that 
2

1,x j x j x jU U Uδ + + −= ∆ − ∆                      (31) 

we have: 

( )11 2 1
1

Δ 1
Δ

Jn n n n
x j jj

tH H U U
x

δ θ θ−+ +
=

 − = + − ∑            (32) 

So, recalling from the definitions of the finite difference notation that  
2

1x j x j x jU U Uδ + + −= ∆ − ∆  

We have  

( )

( ) ( ){ }

11 2 1
1

1 1
1 1 0 0

1

1 1 .

Jn n n n
x j j

n n n n
x j j x

tH H U U
x
t U U U U
x

δ θ θ

θ θ θ θ

−+ +

+ +
+ − − +

∆  − = + − ∆
∆    = ∆ + − − ∆ + −   ∆

∑
  (33) 

The rest of the analysis will depend on how the boundary condition is approx-
imated. Consider the simplest case as in 

1 0
0

n n
n n nU U
U g

x
α

−
= +

∆
                     (34) 

namely we set  

1 0 0 1 1 .,n n n n n n
J JU U xg U U xg−− = ∆ − = ∆  

( ) ( )( )1 1 1
1 0 1 0  1n n n n n nH H x g g g gθ θ+ + + − = ∆ − + − −         (35) 

as an approximation to (28) this approximation may be very accurate, even 
though we have seen that Un may not give a good pointwise approximation to un. 

In particular, if 0g  and 1g  are independent of t the change in H in one 
time step exactly equals that in ( )h t  [5] [17] [23].  

To make the most of this matching we should relate (30) as closely as possible 
to (27) [13]. 
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If u and U were constants that would suggest we take ( )1 1J x− ∆ = , rather 
than 1J x∆ =  as we have been assuming; and we should compare n

jU  with  

( ) ( )
1

1   , d , 1, 2, , 1
j xn

j nj x
u u x t x j J

x
∆

− ∆
= = −
∆ ∫ �              (36) 

And that it is centered at 1
2

j x − ∆ 
 

 and we have 

( ) 1
1
J n

n jh t xu−= ∆∑ .                       (37) 

Note that this interpretation matches very closely the scheme that we were led to 
in  

( )1 0
0 1

1
2

n n
n n n nU U

U U g
x

α
−

= + +
∆

 

by analyzing the truncation error. It would also mean that for initial condition 
we should take 0 0

j jU u=  as defined by (36) [10] [12]. Then for time-independent 
boundary conditions, we have ( )n

nH h t=  for all n. Moreover, it is easy to see 
that the function: 

( ) ( ) ( ) 2
1 0 1 0 0

1ˆ ,
2

u x t g g t g g x g x C= = − + − + +          (38) 

with any constant C satisfies the differential equation, and the two boundary 
conditions [7] [11] [17]. 

5. Numerical Test Problems 

This section is concerning to the numerical test problems and their visualization. 
Problem. Let the coupled system of FPDEs given as 

( ) ( ) ( ) ( )1.8 2 1.8, , 4 , ,x xy yU x y V x y U x y x yφ∆ − ∆ − ∆ =  

( ) ( ) ( ) ( )1.8 2 1.8 1.8, 6 , 3 , ,x xy y xV x y U x y V x y x yθ∆ − ∆ + ∆ ∆ =  

( ) ( )0, 0, 0,U y U y′= =  

( ) ( )0, 0, 0,V y V y′= =  

such that the external functions ( ),x yφ  and ( ),x yθ  are given as 

( ) ( )( ) ( ) ( )
( ) ( )

22 2 4 3

32.5 4 2

, 27 9 1 1 7 2 3 4 4 3

0.016 1 125 175 56 ,

x y x y y x xy y x y y

x y y x x

φ = − − − − − +

− − − +
 

( ) ( )( ) ( )
( )

( ) ( )

( )

2 2
32 3 2

2

2

21.2 3 3 2

3 11, 36 1 1 1 2
1 2 1

3 1 1 1 1 14 3
2 1 4 1 1

0.071 1 1250 2625 1680 308 .

x yyx y x y y x x
x x

y x y y y yx xy
y x x x x

x y y x x x

θ
 −− = − − − − −  −  −

− − − − −    + − − − −   − − −   

 − − − + − 

 

The exact solution of the above system is 

( ) ( )( ) ( )2 3, 1 1 ,U x y xy x y= − −  
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Table 1. Absolute error at various values of ( ),x y  for 10,12K =  in ( ),U x y  and 

( ),V x y  of problem.  

( ),x y  10U U−  12U U−  10V V−  12V V−  

( )0.1,0.1  1.707 × 10−5 1.005 × 10−8 1.3250 × 10−6 8.006 × 10−9 

( )0.1,0.5  1.956 × 10−5 6.006 × 10−8 1.596 × 10−6 7.508 × 10−9 

( )0.1,0.9  2.236 × 10−5 5.803 × 10−8 4.773 × 10−6 6.009 × 10−9 

( )0.5,0.1  1.873 × 10−5 4.600 × 10−8 5.385 × 10−6 7.036 × 10−9 

( )0.5,0.5  1.887 × 10−5 3.008 × 10−8 7.858 × 10−6 5.005 × 10−9 

( )0.5,0.9  2.092 × 10−5 2.519 × 10−8 6.619 × 10−6 4.001 × 10−9 

( )0.9,0.1  1.973 × 10−5 2.363 × 10−8 5.363 × 10−6 2.206 × 10−9 

( )0.9,0.5  2.907 × 10−5 5.009 × 10−8 6.009 × 10−6 3.005 × 10−9 

( )0.9,0.9  2.306 × 10−5 6.000 × 10−8 5.000 × 10−6 2.500 × 10−9 

 

( ) ( )( )22 2, 1 .V x y xy y xy x y xy= − − −  

We evaluate the approximate solution of Problem with our proposed method. 
[8] [18]. The comparison between exact and approximate solution, while the ab-
solute error corresponds to scale level 10K = . We have also computed absolute 
error at various scale levels and different points of the spaces as given in Table 1. 

6. Conclusion 

In this paper, we have developed an efficient numerical technique. We shall be 
concerned with the numerical solution of parabolic equations in one space vari-
able and the time variable t. We begin with the simplest model problem, for heat 
conduction in a uniform medium. For this model problem, an explicit difference 
method is very straightforward in use, and the analysis of its error is easily ac-
complished by the use of a maximum principle, or by Euler Method, the numer-
ical solution becomes unstable unless the time step is severely restricted, so we 
shall go on to consider other, more elaborate, numerical methods which can 
avoid such a restriction. The additional complication in the numerical calcula-
tion is more than offset by the smaller number of time steps needed. We then 
extended the methods to problems with more general boundary conditions, then 
to more general linear parabolic equations. Finally, we shall discuss the more 
difficult problem of the solution of nonlinear equations. 
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