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Abstract 
The main goal of this study has been to map flood and assess land surface 
short-term dynamics in relation with snowy weather. The two recent snowfall 
events, which happened in, February 14th and 15th, of year 2021, and February 
3rd and 4th, of year 2022, were chosen. A pre-analysis correlation was assumed 
between, the snow events, recurrency of floods, and changes in the land sur-
face characteristics (i.e., wetness, energy, temperature), in a “Before-During- 
After” scenario. Active and passive microwave satellites data such as, Sentinel-1 
synthetic aperture radar (SAR), Sentinel-2 multispectral instrument (MSI) and 
Landsat-9 Operation Land Imager-2/Thermal Infrared Sensors-2 (OLI-2/TIRS- 
2), as well as cloud databased global models for water and urban layers were 
used. The first step of processing was thresholding of SAR image, at 0.25 cu-
toff, based on bimodal histogram distribution, followed by the change analy-
sis. The following processing consisted in the images transformation, by com-
puting the tasseled cap transformation wetness (TCTw) and the surface albe-
do on MSI image. In addition, the land surface temperature (LST) was mod-
eled from OLI-2/TIRS-2 image. Then, a 5th order polynomial regression was 
computed, between TCTw as dependent variable and, albedo and LST as in-
dependent variables. As a first result, an area of 5.6 km2 has been mapped as 
recurrently flooded from the two years assessment. The other output hig-
hlighted a constant increase of wetness (TCTw), considered most influential 
on land surface dynamics, comparatively to energy exchange (albedo) and 
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temperature (LST). The “After” event dependency between the three indica-
tors was highest, with a correlation coefficient, R2 = 0.682, confirming the per-
sistence of wetness after-snowmelt. Validation over topographic layers con-
firmed that, recurrently flooded areas are mostly distributed on, lowest valley 
depth points, farthest distances from channel network (i.e., from perennial 
waters), and lowest relative slope position areas. Whereas, 88.9% of the valida-
tion sampling were confirmed in the laboratory, and 86.7% of urban validation 
points were assessed as recurrently flooded when combining pre-/post-field- 
work campaign. 
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Snowmelt Flood, Short-Term Dynamics, Radar, Optical, Lewisville Lake 

 

1. Introduction 

Human life and activities are deeply conditioned by seasonal or permanent weath-
er’s conditions, depending on the geolocation. Snow especially has a large-scale 
cooling effect on various components of mid and high latitudes specifically, and 
on the Earth system globally, like hydrology, ecology, climatology, global energy 
cycle, water and carbon cycles, due to the large seasonal variability [1] [2]. The 
changing snow regime has major consequences for terrestrial ecosystems, in-
cluding increasing hazards for regional communities [3]. 

Earth observatory sciences (EOs) have been proven efficient in studying and 
spatializing heat or cold environmental weathers consequence. The progresses of 
snow and ice remote sensing specifically in last decades has opened up oppor-
tunities for accurate and diversified applications in view of better mitigations. 
Most applications are usually referred as land surface models, with various tools 
that have been efficient and improved through time. They have been reviewed in 
this study according to directly perceptible impacts (e.g., cover), or less visible 
one’s influence with a still direct disastrous impact (e.g., energy). 

The snow extreme wetness, with a direct impact in permanently and seaso-
nally exposed areas, has motivated several studies depending on the season 
length. Amongst other, the snow cover distribution and surrounding land covers 
have been mapped, using the snowmap algorithm [4]. Originally developed for 
MODIS sensor, and used by a bunch of other sensors, snowmap is based on the 
reflectance of visible and infrared radiation, to calculate the normalized differ-
ence snow index (NDSI). This algorithm only works for pixels with at least a 
50% snow-cover fraction [5]. The fractional snow-cover has been explored by 
thresholding the NDSI [6], or using a linear spectral mixture analysis applied to 
hyperspectral imaging spectrometer data [7]. While the wet and dry snow have 
been separated using active and passive microwave data [8] [9] [10]. 

Other studies focused on the snow phenology. New metrics such as daily (di-
urnal) freeze-thaw (FT) dynamics, mean melt onset date (MMOD), snow cover 
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depletion date (SO), and snowmelt duration (SMD) were introduced [3]. The 
internal microphysics property of snow was also studied inside a snowpack, which 
consists of air, ice and in some cases liquid water [11]. Whereas, the insulating 
properties of snow have been analyzed in relation with soil carbon [12].  

Macro/micro-climate interactions have been analyzed at regional or local scales, 
through themes of surface energy budget, albedo or Land Surface Temperature 
(LST). For example, the relation between drifting-snow particles with the lower 
atmosphere and the surface energy budget (SEB) [13]. The albedo estimation 
from snow has especially been mapped with generalized or specific models [14] 
[15]. Amongst others, the broadband albedo of Landsat bands [16], MODIS Bi-
directional Reflectance Distribution Function/Albedo Product model inversion 
[17] or compared in situ and MODIS albedo values agreement [18] models have 
been efficient. Albedo dynamics had also been studied inside a snowpack, ana-
lyzing its relation with the snowpack microphysics [11]. Some other models have 
been focusing on the snow cover dynamics in direct relations with LST [19] [20], 
or general land cover, because changes in snow depth (SD) influences mainly the 
vegetation growth [21] [22]. 

Besides, the snow on the ground is particularly relevant for the management 
of water resources, due to the direct impact of its melting on nearby streams [9]. 
The snow cover is then important for regional or local water availability, as 
snowmelt immediately affects the hydrological cycle, with water raise of lakes, 
runoff dynamic of rivers, and groundwater recharge, especially in middle and 
high latitudes [23] [24]. This importance is tightly dependent on the snow cover 
variability both in time and space [25], as well as on scale and amount melted. 
Whereas, the cover and melting relation with surface water dynamics is techni-
cally assessed through the snow water equivalent (SWE) [26]. 

On the other hand, this management includes natural hazard risks. The snow 
melting is responsible for avalanche and hydrology that are the most directly re-
lated processes in this case. Therefore, sudden melt [27], flooding and run-off [28] 
[29], have been modeled using advanced processing, to prevent and mitigate re-
lated hazards. Flood and surface dynamics are especially targeted by this paper. 

The Dallas/Fort Worth (DFW) metropolitan area (Texas, USA) recently rec-
orded two important snowfalls1. The first event took place between February 14th 
and 15th, of 2021, reaching 5 inches (12.7 cm) of snow. The second one occurred 
between February 3rd and 4th, of 2022, reaching between 1.7 inches and 2.5 inches 
(4.3 - 6.3 cm) of sleet and snow, going up to 6 inches (15.2 cm) per local mea-
surements (Figure 1). However, these snowfalls are way below the “snowpoca-
lypse”2 that occurred in February 10th of 2010, reaching an official 12.5 inches 
(31.8 cm). This latter is known since then as the heaviest single-day snowfall on 
record. One direct consequence of these conditions, is usually the slowdown of 
activities and traffic, as roads and buildings are directly impacted (Figure 2 and 

 

 

1https://www.weather.gov/fwd/dmosnow 
2https://www.onlyinyourstate.com/texas/dallas-fort-worth/massive-blizzard-in-dallas-fort-worth-in-
snow-in-2010/ 
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Figure 1. In situ measurements. Flowermound for February 14th, of 2021 (left) and Le-
wisville for February 3rd, of 2022 (Right).  
 

 
Figure 2. Preview of affected human settlements/environment for selected sites in DFW Metropolitan during and after the snow-
fall of 2022. From left to right: A residential (apartments) complex at Lakeside by “Golf Lakes Trail 9600” (February 3rd); the 
bridge on “Walnut Hill Lane” near Fair Oaks Park (February 3rd); the lake below the bridge at Fair Oaks Park (February 4th); un-
melted snow on a lawn in Addison at “16479 Dallas Parkway” (February 8th). 

 
Supplemental material). Whereas the instant freezing of lakes and some run-
ning waters is noticeable. 

Although these significant impacts in DFW metropolitan, practically, snow-
falls are sporadic, short (one or two days) and punctual, thanks to the humid 
subtropical climate (mean annual: precipitations = 1538 mm; temperature = 
24.5˚C) [30]. The Denton County cities’ council (especially of Lewisville), have 
been mapping and identifying the flooded areas with (potential) threats related. 
Nevertheless, specific tools and metrics can raise concerns about the last state-
ment. From the official records, the snow water equivalent (SWE-Inch) and the 
snow depth (Inch) are positively correlated, and always highest than the snow 
density (Inch) and the melt rate (Inch/hour). For the studied events, the melt 
rate especially was very slow, extending over three to four days after the snow-
falls (Figure 3 and Supplemental material), with a non-significant threatening 
effect on lake and streams level raise. However, when considering natural features 
such as, the type of soils (loamy and clayey porous sands and tight clays)3 enabl-
ing slow infiltration and stagnation, presence of grassy vegetation, relatively flat 
terrain with low slopes, and imperviousness sprawl consequent to urbanization, 
it is interesting to identify areas presenting potential risk of snowmelt flooding, 
in case of unpredicted huge falls. 

This paper focuses on the two above mentioned recent snowfalls impact over 
urbanized and natural land covers. One goal is to map the recurrently flooded  

 

 

3https://soilseries.sc.egov.usda.gov/OSD_Docs/L/LEWISVILLE.html#:~:text=The%20Lewisville%20s
eries%20consists%20of,914%20mm%20(35.98%20in.) 
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Figure 3. Selected snow metrics before and after snowfalls in 2021 and 2022 (Source:  
https://www.weather.gov/fwd/dmosnow).  

 
areas after snowmelt around Lewisville Lake, assuming a more direct threat in 
case of unexpected huge snowfall similar to February 10th, of 2010. Another goal 

https://doi.org/10.4236/ars.2023.121001
https://www.weather.gov/fwd/dmosnow


A. H. Ngandam Mfondoum, R. Batcha 
 

 

DOI: 10.4236/ars.2023.121001 6 Advances in Remote Sensing 
 

is to characterize the state of land surface, for a better assessment of the implica-
tions on natural features and human settlements. Afterward, a cause-and-effect 
relation between flood and land surface dynamics is established. To clear up any 
ambiguity, the study does not pretend to substitute advanced models employing 
very-high spatial and spectral resolution images or up-to-date monitoring processes 
supported by real-time computations as mentioned above. The proposed me-
thodology is rather a, from an easy-to-go perspective, with freely available data and 
opensource software/coding. Therefore, this is a quick modelling process, in-
tended to support forecasts and warnings of data-limited meteorologists, as well 
as planning actions in regard to snow events, using the case of Denton’s County.  

2. Materials and Methods 
2.1. Study Area 

The study was conducted on a subset of 233.237 km2, embedding Lewisville Lake 
on the Elm Fork of the Trinity River, and nearest built-up. It is located between 
North latitudes 33˚0'0" - 33˚20'0", and West longitudes 97˚48'0" - 97˚55'0", with 
low and smooth altitudes between 130 - 225 m (Figure 4). The total drainage 
area is extended on 4300 km2 with several other streams. Thanks to its different 
usages, the Lewisville Lake is solicited by at least twenty-five major cities located 
within the “Trinity River Watershed” [31]. The water level monitoring and qual-
ity control of the dam is then of a major importance, as the population growth 
rate keeps increasing (example of the city of Lewisville: 2% in 2020; 21.77% since 
2010)4. Whereas the urbanization and imperviousness replace soils and vegeta-
tion [32].  
 

 
Figure 4. Study location and partial view of the Lewisville Lake from the highway 
“U.S.380West – West University Drive”. 

 

 

4https://worldpopulationreview.com/us-cities/lewisville-tx-population 
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2.2. Work Environment and Tools 

Processing phases were conducted alternatively between the cloud environment 
and desktop tools. Google Earth Engine (GEE) platform was used for cloud com-
puting. This is a geospatial image data viewer with access to a large set of global 
and regional datasets, which supports big data computations, in terms of scale 
and/or time lapse coverage [33]. Simple JavaScript codes were successfully im-
plemented for semi-automatic preprocessing and processing. While offline tools 
such as, SNAP 9.0.0, SAGA-GIS version 8.0.1, ArcGIS version 10.8.2, Erdas Im-
agine 2020 version 16.6.0.1366 and XLStats version 2020.1.64570, helped to com-
plete analyses, compute statistics and proceed with maps layout.  

2.3. Data Overview and Preprocessing 

Active microwave (AM) and passive microwave (PM) data and their recording 
respective, have their advantages and drawbacks in recognizing snow extent, 
snow depth (SD) and snow water equivalent (SWE) [34]. They provide a large 
and continuous database at different scales. In this study, both AM and PM data 
were used, specifically, Sentinel-1 Synthetic Aperture Radar (S1-SAR), Sentinel-2 
Multispectral Instrument (S2-MSI) and Landsat-9 Operation Land Imager-2/Ther- 
mal Infrared Sensors-2 (OLI-2/TIRS-2). All the data were loaded to the GEE inter-
face from its cloud geodatabase for partial or complete processing.  

2.3.1. Synthetic Aperture Radar (SAR) Data 
SAR data of the Sentinel-1 mission offers a good freely available alternative for 
wet snow cover mapping [25]. At high-latitudes, Sentinel-1 provides a 3-5-days 
(ground track) revisit cycle, acquired in different swath modes among which the 
Interferometric Wide (IW) that was used here, with a 250-km swath width, a 20 
× 22 m spatial resolution, and burst synchronization for interferometry5. The for-
mat is the ground range detected (GRD), a Level-1 product, generated in 16-bit 
unsigned integer. The central band (C-Band), which operates at central frequency 
of 5.405 gigahertz (GHz) was selected, because it is not hindered by atmospheric 
effects and has the capacity of imaging through clouds and rain showers [35]. 
C-Band (≈5.6 cm) wavelength is provided at single-polarization ( HHσ , VVσ ) or 
dual-polarization ( HH HVσ σ+  and VV VHσ σ+ ). After display, visual inspection 
and simulations on the “During” step image, the cross-polarization “Vertical 
Transmission-Horizontal Reception” (VH) was selected to move forward. Vi-
sually, VH, reflected the sharpest signal contrast between whiter land cover, i.e., 
snow, and darker ones. In this regard and per the existing literature, vertically 
polarized data are more sensitive to the snow volume and are therefore capable 
of mapping shallow snow cover, while horizontally polarized data untangle 
confusion between snow and underlying dry soils [34] [36] [37]. Then their 
cross-combination is advantageous for snow mapping. According to the timeline 
targeted, two (02) images were obtained for 2021 (“Before-After”) and three (03) 
for 2022 (“Before-During-After”) (Table 1 & Table 2).  

 

 

5https://sentinels.copernicus.eu/web/sentinel/user-guides/sentinel-1-sar/definitions 
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Table 1. Identification of SAR (GEE JSON’s format). 

GRD ID Acquisition 

S1A_IW_GRDH_1SDV_20210209T002752_20210209T002817_036506_044964_33AC 11/02/2021 

S1A_IW_GRDH_1SDV_20210221T002752_20210221T002817_036681_044F80_B462 21/02/2021 

S1A_IW_GRDH_1SDV_20220123T002758_20220123T002823_041581_04F21D_8083 23/01/2022 

S1A_IW_GRDH_1SDV_20220204T002757_20220204T002822_041756_04F80B_BB59 04/02/2022 

S1A_IW_GRDH_1SDV_20220216T002757_20220216T002822_041931_04FE36_72E1 16/02/2022 

 
Table 2. Characteristics of SAR. 

Polarization VV/VH 

Band C(λ≈5.6 cm) 

Raw spatial resolution 20 × 22 m (azimuths × ground range) 

Square pixel spacing—Resampled 10 × 10 m (azimuths × ground range) 

Swath width 250 km 

Incidence angle range σ = 29.1˚ – 46˚ 

Format GRD 

 
Herein, the preprocessing protocol was applied according to the steps pro-

posed by [38] [39], excluding the multi-look operation. GEE and the SNAP 
software were specifically used, and details of the operations performed are given 
below.  
● Radiometric calibration: this step converts backscatter intensity as received 

by the sensor, to the normalized radar cross-section ( 0σ ), using the look-up- 
table (LUT) ( Aσ ) method, through the following relation (Equation (1)): 

( ) ( )
22

0
2 sin

sin
dn

dn

A KDN A
A K σσ α

α
=

⋅
⇒ =⋅

⋅
               (1) 

where, DN, is the digital number, dnA , is the product of final scaling from in-
ternal to final or GRD, α , is the incidence angle, and K, is the calibration con-
stant built-in the LUT Aσ , just provided for completeness. The output enables 
the comparison of different dates, sensors, or imaging geometries.  
● Speckle filtering or despeckling: this step refers to reducing any random 

constructive/destructive interference, which results in salt and pepper noise 
throughout the image. The Refined Lee filter (RLF) was used, as it is designed 
to eliminate speckle noise while preserving edges and point features in SAR 
imagery [40]. The multiplicative noise model uses the Minimum Mean Square 
Error (MMSE) criterion to produce a smoothed pixel, following the expres-
sion (Equation (2)): 

( ) ( )( ), ,
ˆ

s s sx y x yI I k I I= + −                    (2) 

where, sI  is the mean value of the intensity within the filter window sη , and 

sk  is the adaptive filter coefficient (More details with [40]). 
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● Terrain flattening: also known as range Doppler terrain correction, this op-
eration corrects SAR geometric distortions such as, foreshortening, layover and 
shadow, by using the digital elevation model (DEM). The geocoding back-
ground process simultaneously converts the SAR image from slant range or 
ground range geometry, into a map coordinates system, which is here, the 
projection system, Universal Transverse Mercator (UTM), and the datum, 
World Geodetic System-1984 (WGS84).  

The output has been used as main input data for the flood modelling.  

2.3.2. Digital Elevation Model (DEM) Data 
The “slope” layer in percent was selected from the watershed layer HydroSHEDS 
(V1-level 12), produced from a void filled Shuttle Radar Topographic Mission, 
SRTM-DEM, which has 1 arc-second spatial resolution, i.e., approximately 30 
meters. It was then used for the flood modelling. The “elevation” layer was also 
selected for location purpose, as well as to produce topography layers such as, 
contours, valley depth, channel network distance and relative slope position, for 
further validation. SAGA-GIS and ArcGIS integrated tools were specifically used 
here. 

2.3.3. Optical Data 
The Global Surface Water (JRC v1.3), produced from Landsat 5, 7 and 8 sensors, 
at 30 m of spatial resolution, was loaded on the GEE platform. The layer “seaso-
nality”, which corresponds to three decades of extraction and validation upon 
global permanent surface waters, was selected to proceed with the flood model-
ing. It specifically helps to separate perennial and extra surface waters.   

Further, the Copernicus Global Land Service (CGLS) data (v3.0.1) at 100 m of 
spatial resolution was loaded to preview land use land cover (LULC) of the sub-
set. The most updated freely available version is from year 2019. The GEE me-
dian reducer function was appended as the pixel-wise computation of the whole 
year to reduce the image collection, and the “urban-cover fraction” layer was se-
lected. This helped to assess flood risk on human settlements.  

Furthermore, the Sentinel2-Multispectral instrument (MSI) images were loaded 
in GEE interface. At mid-latitudes, the sensors collect near-nadir high resolution 
imagery on a 5-day revisit period for the constellation under cloud-free condi-
tions, which results in 2 - 3-day revisit period, at a spatial resolution ranging 
from, 10 to 60 m. The cloud cover as well as date filters were applied to reduce 
the collection, by selecting images with the lowest atmospheric artefacts (cloud 
cover < 10%), in-between the targeted snowy period of year 2022 (Table 3). They 
were all obtained as Level-1C products from top-of-atmosphere (TOA) spectral 
reflectance, radiometrically and geometrically corrected, then the surface reflec-
tance was simulated using the model proposed by [41]. Spectral bands with 20 m 
spatial resolution were rescaled at 10 m, before computing the tasseled cap trans-
formation wetness (TCTw) and albedo layers (see Section 2.4.2). From the thir-
teen bands recording data in visible and infrared spectrum, only six were used 
according to the operation to be performed (Table 4). 

https://doi.org/10.4236/ars.2023.121001
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Table 3. Identification of MSI (GEE JSON’s format). 

Granule ID Acquisition 

S2/20220129T171539_20220129T171910_T14SPB 29/01/2022 

S2/20220205T170459_20220205T170741_T14SPB 05/02/2022 

S2/20220208T171449_20220208T171931_T14SPB 08/02/2022 

 
Table 4. Characteristics of MSI. 

Spectral bands used 
Blue (2), Green (3), Red (4), Narrow NIR (8A), SWIR1 (11), 
SWIR2 (12) 

Spatial resolution 
Blue (10), Green (10), Red (10), Narrow NIR (20), SWIR1 (20), 
SWIR2 (20) 

Wide-swath 290 km 

Type Level-1C/TOA 

Format Tiff 

 
Moreover, the newly released Landsat 9, Operation Land Imager 2-Thermal 

Infrared Sensors 2 (OLI-2/TIRS-2)6, was loaded to compute land surface tem-
perature (LST). This sensor collects near-nadir high resolution imagery for 
16-day repeat cycle, at a spatial resolution ranging from 15 to 100 m, and im-
ages of Level-1 Precision Terrain (L1TP) data that have been well-characterized 
radiometry and are inter-calibrated at TOA spectral reflectance. The same se-
lection and preprocessing scripts as above were applied to stay with low arte-
facts and inside the targeted timeline. Then, the multispectral image was sub-
ject to the pan-sharpening operation with panchromatic band to improve the 
spatial resolution at 15 m, using a simplified version of the code proposed by 
[42] in four steps: 1) sliding the window to form a mean array, 2) recording 
the variation from multispectral mean to panchromatic mean, 3) recording the 
variation of multispectral information from original to mean, 4) reassigning 
multispectral information into 15 m pixels by multiplying pan-band and two 
variations in each pixel.  

In addition, the thermal infrared band 10, was converted to TOA spectral ra-
diance ( Lλ ) and then at-satellite brightness temperature ( BT ), using Equations 
(3) and (4) [43]: 

( )( )2watts m s rad mL cal l iL M A Qλ ϕ= ⋅ ⋅× + − ⋅µ            (3) 

( )2

1

273.15 C
1

B

n

KT
KL
Lλ

= −
 

+ 
 

                   (4) 

where, LM  and LA  are the specific multiplicative and additive rescaling fac-
tors (metadata file), 1K  and 2K  are the first and the second calibration con-

 

 

6https://web.archive.org/web/20170407145645/https://landsat.gsfc.nasa.gov/landsat-9/instruments/la
ndsat-9-science-instrument-details/ 
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stants (metadata file), while, −273.15, is the absolute zero value enabling the 
conversion of the output from the radiant temperature in Kelvin (K) to Celsius 
degree (˚C). The output was also rescaled at 15m to match the previous multis-
pectral spatial resolution, then ready for the LST computation (see Section 2.4.2).  

Table 5 and Table 6 give details of the Landsat 9 characteristics. 
Above all preprocessing, some spatial resolution adjustment operations were 

performed, to enable a smooth transition among pixels and uniformize the out-
puts. Accordingly, layers were subject to upscaling and downscaling depending 
on the layer. Then final outputs were set at 10 m for the flooding (SAR original 
resolution), 10 m for TCTw and albedo (MSI/Stacked original resolution), and 
15 m for LST (OLI/multispectral pan-sharpened resolution).   

2.4. Core Processing 
2.4.1. Flood Modelling  
The thresholding method was combined to the change detection principle for 
this purpose. As first step, histograms distribution of the filtered and norma-
lized, [0 - 1], SAR images, were found bimodal and analyzed to define thresholds 
among white and black bodies (Figure 5). Then, the preliminary floodwater ex-
tent was calculated by dividing the “before-event” image by the “after-event” 
one. After simulations, it was measured that, the three images shared the same 
threshold, 0.25, for all the periods (Figure 5).  
 
Table 5. Identification of Landsat 9 images (GEE JSON’s format). 

Scene ID Acquisition 

LC09/C02/T1/LC09_027037_20220104 04/01/2022 

LC09/C02/T1/LC09_027037_20220205 05/02/2022 

LC09/C02/T1/LC09_027037_20220309 09/03/2022 

 
Table 6. Characteristics of Landsat 9. 

Spectral bands stacked 
Blue (2), Green (3), Red (4), NIR (5), SWIR1 (6), SWIR2 (7), 
Panchromatic (8) 

Spatial resolution Blue to SWIR2 (30), Panchromatic (15) 

Wide-swath 185 km 

Type Level-1C/TOA 

Format Tiff 

 

 
Figure 5. First threshold preview for the scenario of year 2022. 
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From there, the image change, expressed as a symmetric relative difference, 
was performed, using Equation (5): 

2 1 2 1

1 2

0.25
T T T TFE

T T
 − −

= + ≥  
 

                    (5) 

where, FE is the flood extent, T1 is the image before, and T2 is the image after 
event. Next step, using the JRC v1.3 data, a mask was applied on the perennial 
waters (“seasonality”), at a threshold ≥0.8. Further, the percent slope was bina-
rized, by using a cutoff value of 0.05, because the area is a low-lying one. Then 
the preliminary floodwater extent was updated according to the slope threshold. 
Next, we proceed to an aggregation of pixels according to their distance and 
values. To do so, the GEE algorithm “ConnectedPixelCount” was used to re-
move unclustered pixels, at the threshold of 5, and connect the 15 clustered pix-
els., At this point, a simple linear combination (SLC) with the urban layer from 
CGLS-v3.0.1, helped to identify human settlements exposed to the spotted 
flooding areas. Finally, using this output, the total flooded area was calculated.  

2.4.2. Land Surface Short-Term Dynamics Characterization  
Three operations were conducted here and their outputs used to proceed.  
● Tasseled cap transformation wetness (TCTw): it is the third axe amongst 

six principal components, and that has the specificity of highlighting soil sur-
face moisture [44]. The general coefficients proposed for Sentinel2-MSI and 
inferred from Landsat8 OLI-TIRS ones by [45], were used as summarized in 
the following Equation (6):  

TCTW 0.1509 Band2 0.1973 Band3 0.3279 Band4
0.3406 Band8A 0.7112 Band11 0.4572 Band12

= × + × + ×
+ × − × − ×

    (6) 

● Surface albedo: it was computed still using Sentinel2-MSI, to express the lo-
cal effective radiative forcing of the land surface and its impact on the con-
textual energy exchange. The formula uses the visible and infrared bands, with 
different sets of coefficients, and a constant, C, according to the weather’s 
consequences on land cover [46]. Each equation was adapted in this study by 
using two constants (Equation (7) & (8)):  

( )
( )

1

2

0.5673 Band2 0.1407 Band3 0.2359 Band4

0.5595 Band8A 0.3844 Band11 0.0290 Band12
SFA C

C

= × + × + × +

+ × + × + × +
  (7)  

( )
( )

1

2

0.8421 Band2 0.1487 Band3 0.0088 Band4

0.6793 Band8A 0.0244 Band11 0.6192 Band12
SA C

C

= × + × + × +

+ × + × + × +
  (8) 

where, ASF and AS, refer to the albedo snow-free and under snow, while C1 and 
C2 are the constants for the visible and the infrared broadbands. As such: 
o For ASF, 1 0.0048C = −  and 2 0.0073C = − ; 
o For AS, 1 0.0052C = −  and 2 0.0221C = − . 
● Land surface temperature (LST): it was estimated by using the mono-window 

algorithm (MWA) [47]. This algorithm requires three parameters, i.e., the ef-
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fective mean atmospheric temperature (Ta), land surface emissivity (ε), and 
atmospheric transmittance (τ). The simplified expression for Landsat 9, TIR 
band 10, is the following (Equation (9)): 

( ) ( )( )10 10 10 10 10 10 10 10 10 10 101 1s aT a C D b C D C D T D T C = − − + − − + + × −   (9) 

where, Ts, is the given Land surface Temperature, a10 and b10 are constants, and 
their values differ in different temperature ranges. Both C10 and D10 are functions 
of ε10 and τ10 in the following relations (Equations (10) & (11)): 

10 10 10C ε τ= ×                          (10) 

( ) ( )10 10 10 101 1 1D τ ε τ = − × + − ×                  (11) 

The effective mean atmospheric temperature, Ta, is approximated from the 
near surface air temperature (T0) in linear relations depending on the atmos-
phere, while T10 is the corrected brightness temperature, i.e., TB. The detailed 
calculation and values of ε10 and τ10 are given as follows (Equations (12) & (13)) 
[48]: 

( )10 FVC 1 FVCv s Cλ λ λε ε ε= + − +                (12) 

10 0.1146 1.0256τ ω= − +                    (13) 

where, vλε  and sλε , represent the emissivity of vegetation and soil respective-
ly, FVC, represents the fraction of vegetation cover, expressed as (Equations 
(14)):  

2
min

max min

NDVI NDVI
FVC

NDVI NDVI
 −

=  − 
               (14) 

with, 

( ) ( )
( ) ( )

NIR Band8 Red Band4
NDVI

NIR Band8 Red Band4
−

=
+

             (15) 

Then, τ10, expression is taken from the coefficients for the 1976 standard US at-
mospheric profile, from the relation between water vapor content, ω, and at-
mospheric transmittance, τ [48]. 

The whole methodology is described by three consecutive flowcharts com-
posing Figure 6. 

3. Results 
3.1. Recurrently Flooded Areas and Urban’s Exposure  

It resulted from the flooding model that, the two events present similarities in 
statistics and spatial distribution. In 2021, an estimated 6.88 km2 was flooded, 
based on the “After-Before” (melted snow) calculation (Figure 7(A)). Whereas, 
in 2022, the flooded (wet snow cover) area was 5.34 km2 for the “During-Before” 
period, increasing to 6.85 km2 for the “After-During” (melting snow) period, 
and 6.86 km2 for the “After-Before” period (Figure 7(A)). Then, an important 
change is noticeable in the “During-Before” period, i.e., 28.3% increase of flooded  
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Figure 6. Flowchart of the methodology used in this study. (A) Simplified general dataflow diagram; (B) detailed steps of 
preprocessing; (C) detailed steps of the core processing. 

 
area (wet snow cover). The after-snowmelt recurrently flooded areas were found 
distributed both on natural and urban land covers (Figure 7(B)).  

In addition, as the “After-Before” outputs correspond to the melted snow or 
SWE, their crossing for the two years, revealed that they match over 5.65 km2, 
i.e., 2.4% of the study area (233.237 km2). The resulting image represents the 
predicted after-snowmelt recurrently flooded area (Figure 7(B)). Further, the 
crossing of this last output with the urban layer (Figure 7(C)), resulted in 1.9 
km2 of predicted human settlements’ exposed (35% of flooding area), while the 
remaining 3.7 km2 (65% of flooding area) is occupied by the dominant natural 
features, i.e., soils and vegetation (Figure 7(D) & Figure 7(E)).  

3.2. Characteristics of Land Surface Dynamics 

Globally as assumed, trends were found different before, during and after the 
snowfall-snowmelt. For a better assessment, the Sentinel2-MSI tile “Before” 2022 
snowfall was used to sample one recurrently flooded pixel for wet vegetation, dry 
vegetation, wet soil and dry soil (Figure 8(A)). The calculated parameters, i.e., 
TCTw, albedo and LST of the 2022 scenario were normalized, [0 - 1], and stacked. 
Then, the values of selected pixels per natural land features were recorded for 
comparison and further representation.  
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Figure 7. Flooded areas spatial and statistical distribution. (A) Snow flooded areas per event and period of the 
scenario; (B) 2021 and 2022 flooded areas spatial distribution displayed on after-snowmelt S1-SAR image of 2022; 
(C) result of the recurrently flooded areas extent with urban layer displayed on after-snowmelt S1-SAR image of 
2022; D&E) Areas and ratios of recurrently flooded natural and urban features. 
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Figure 8. Land surface dynamics for vegetation and soil in 2022. (A) Sampling spots, recurrently 
flooded areas extent with urban, displayed on the MSI image of 2022; (B) spectral curves of land cover 
features; (C) parameters evolution for land cover features along the scenario; (D) dynamics of Para-
meters for dry vegetation; (E) dynamics of Parameters for wet vegetation; (F) dynamics of Parameters 
for dry soil; (G) dynamics of Parameters for wet soil. 
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Just as the spectral curves shows a clear difference among two samples of the 
same land cover (Figure 8(B)), trends of TCTw, albedo and LST presented more 
or less deviation one from another in general (Figure 8(C)). Single feature 
measures give details and more important differences that need to be raised.  

Concerning dry vegetation, while albedo and LST contrasted at the “Before” 
and “After” period, they are converging in the “During” period of the scenario. 
Their curves vary between [0.2 - 0.6]. Whereas, the TCTw kept increasing and 
only became constant in the “After” period where the curve reaches 0.8 (Figure 
8(D)). The exact dynamic of parameters was observed for wet vegetation, with 
more pronounced differences and divergences between albedo and LST. Like-
wise, the trends are identical for TCTw, but with a more pronounced increasing 
curve instead of the stabilization previously noticed in the “After” period, reach-
ing up to 0.87 (Figure 8(E)).  

When it comes to dry soil, LST is the most sensitive at each period of the sce-
nario, with highest values in the “Before” (0.85) and “After” (0.93) periods above 
the other two parameters, and lowest values below the TCTw in the “During” 
period. Whereas, TCTw increases at all periods between [0.5 - 0.8], in contrast, 
albedo records the lowest changes as its values slightly fluctuate between [0.19 - 
0.21] (Figure 8(F)). About wet soil, the same trends are observed, but with dif-
ferent values, that are lowest for LST (“Before”: 0.75; “After”: 0.61) and albedo 
(≈0.1), but highest for TCTw between [0.65 - 0.85] (Figure 8(G)). 

Following the above, the summarizing assumption connects dynamics with 
high risk of flooding in the area, as discussed in the next section. Importantly, if 
changes in parameters for the vegetation cover and surroundings are to be con-
sidered from the aspect of roots for speed or rate of infiltration, soil on its side 
seems to be the more direct warning component, because dry or wet, it reacted 
more directly to water saturation, opposing more obviously trends of TCTw to 
LST, while showing small but not less important variations of albedo depending 
on the scale of the analysis.   

4. Discussions  
4.1. Summary (of) and Relationship (between) Findings  

Overall, two main approaches were developed to achieve the two goals. The SAR 
image histogram display and thresholding helped to highlight waters. Then over-
time, the image difference of SAR, updated by the thresholding perennial wa-
ters and slope layers, demarcated after-snowmelt additional waters from peren-
nial ones for the study period, to define the recurrently flooded areas. In addi-
tion, land surface assessment approach proposed through three methods has 
been proven efficient in highlighting the differential between each period of the 
scenario. Therefore, the TCTw computed for S2-MSI was able to enhance land 
surface moisture differences. The proposed combination of albedo computation 
for the area with snow and snow-free has been able to assess the surface energy 
exchange during the scenario, although with less magnitudes than the other two 
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components. Whereas, LST computation based on the mono-window algorithm, 
has been complementary to TCTw and albedo, as it is dependent on both mois-
ture and surface energy. Nevertheless, since their values over the sampled land 
cover features, i.e., soil and vegetation, described three different dynamics, they 
constitute assets each to another for the land surface dynamics in the scenario 
development.  

From the above, water, soil and vegetation have been directly and easily hig-
hlighted in their spatial distribution as well as in their changes. Besides, the ur-
ban features, integrated from a different source (CGLS) and beforehand inde-
pendent from the radar and optical data, has been interesting on both main 
outputs to assess human settlements exposure. As such, its crossing with flooded 
areas and display of the output on both raw SAR and S2-MSI images (Figure 7 
& Figure 8), was concluding for the best visualization of threats to the natural 
environment and to built-up areas. Further validations are supportive of me-
thods as well as results. 

4.2. Flood Map Validation  

In absence of previous field records or geospatial related data, the recurrently 
flooded areas were display with three topographic layers plus contour values, i.e., 
valley depth, channel network distance and relative slope position, for a labora-
tory validation and fieldwork verification. As such, the predicted at-risk areas 
fell outside of the Lewisville Lake’s perennial waters area, and were distributed 
between medium and low values of valley depth (Figure 9(A)), corresponding to 
the small sand banks. Conversely, their distribution according to channel net-
work distance (Figure 9(B)) and relative slope position (Figure 9(C)), is ex-
tended between medium and high values. Specifically, the far they are from the 
channel, and more comforting is the result showing that permanent surface waters  
 

 
Figure 9. Flooded areas displayed on topographic layers most impacting the water stagnation. (A) Valley depth; (B) Channel net-
work distance; (C) Relative slope position. 
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and temporal streams/rivers did not influence the analysis. As another support-
ing argument, it can be noticed that on 10 m equidistant contours, and a smooth 
denivelation of 80 m between ridges and gullies, flooding occurs almost every-
where between 150 m and 200 m, i.e., bottoms of flat channels, small valleys and 
gutter interstices, which are suitable for water accumulation/stagnation. 

Further, eighteen (18) flood points were randomly created in a cloud geoda-
tabase referring to the perennial waters thresholded image. (See Figure 9(A)). 
The laboratory verification was conducted by displaying them on the Sentinel-1 
image of “During” event of year 2022, and Sentinel-2 MSI image “Before” event 
of year 2021. By swiping and zooming, five over eighteen (5/18) points, i.e., 27.8%, 
were confirmed recurrently flooded on built-up features. Eleven over eighteen 
(11/18) points, i.e., 61.1% were recurrently flooded on natural features. These 
two groups represent 88.9% of the total flooded validation points (16/18). How-
ever, the two remaining (2/18), i.e., 11.1%, failed in surrounding areas where 
ebbs and flows of Lewisville Lake perennial waters happen.  

Complementarily, it was decided to focus on human settlements threats. 
Then, three over the five (3/5) points previously confirming urban flooded 
areas were selected for fieldwork verification. The fieldwork was conducted at 
“Paloma Creek South”, a Census-Designated Place (CDP) in eastern Denton 
County, along highway “US-380” corridor. As result, two over three (2/3) points 
gave confirmation of built-up flooding, i.e., 67%. Using the rule of three, it is up 
to 86.7% of the urban flooded validation points. Further, a random survey was 
conducted. At the “Lake Trail access point#3” by “Shoreline Ridge Drive 400” at 
170m, the landscaping crew and residents confirmed that sand deposits on the 
walking paths are related to floodings and waters stagnation, which are clearly 
worst and longer during the winter, depending on snowfall amount and snow-
melt speed. In the closest surroundings of that point, nearby houses’ builders/ 
owners adapted the foundation with stony walls, so to prevent further deteri-
oration, infiltration and erosion (Figure 10, row1). This view was confirmed at 
the “Lake Trail access point#5” by “Shoreline Ridge Drive Court” at 164 m near 
the bridge, where sand deposits completely invaded the walking path and the 
fences, supported by the landscaping crew and residents’ same testimony re-
lated to winter (Figure 10, row3). However, at the opposite of the latter, the res-
idents of “South Paloma Creek” by “Paloma Creek Boulevard” at 176 m, never 
experienced a rainfall or snowmelt flood event (Figure 10, row2), all redirect-
ing us to the areas around and adjacent “Shoreline” (i.e., Ridge Drive 400 and 
Ridge Drive Court).  

4.3. Flood and Land Surface Short-Term Dynamics: What to Infer? 

From existing studies, the computation of the “Before” and “After” normalized 
difference water index, NDWI [49], could be the easiest approach. The method 
used here is justified by the fact that Sentinel-2 MSI and Landsat images are 
randomly available, and usually with atmospheric artefacts (cloud/fog cover),  
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Figure 10. Results of fieldwork validation (April 18th, 2022). See supplemental material for additional 
pictures.  

 
that considerably blur or totally cover the land surface during snowfalls and 
most part of the winter. Whereas, the revisit time of their sensors for each gra-
nule/scene (5-days and 16-days), may not exactly match the real-time “Before- 
During-After” snowfall scenario targeted in this study. Justifying then the ap-
proach used in this paper.  

Concerning the post-analysis validation, the 2022 normalized layers, TCTw, 
albedo and LST of each period, were all crossed with the recurrently flooded 
layer to assess distribution and interactions. From outputs, the TCTw of each 
period has the highest influence on the flood spatial distribution and mostly af-
ter the snowmelt, with a total of 0.56 km2. The albedo shows a balanced impact 
on each period (total = 0.38 km2). While the LST of “During” (snowfall), better 
explains flooding, i.e., wet snow extent (total = 0.37 km2) (Figure 11). Therefore, 
the land surface dynamic indicators influence or are influenced by flooding 
(Figure 12).  

However, the wetness seems to have a timeless impact, as validated with the 
polynomial regression conducted on land surface layers. This method has been 
successful in several studies, for instance the radiometric normalization [50], 
and the multi-temporal monitoring of crops [51]. A subset containing 2019 pix-
els, covering various dry and wet soil and vegetation, was extracted along the 
2022 TCTw, albedo and LST layers of each period. 

The fifth-order polynomial was concluded optimal for these samples, as the 
trend line was tested with same or decreasing value when the sixth-order was 
computed. As result, TCTw turns to be negatively correlated with both albedo 
and LST, before snowfall and after snowmelt, showing r-squares (R2) between 
[0.54 - 0.82]. Whereas during snowfall, albedo is positively correlated with TCW 
(R2 = 0.39) (Figure 13).  

From the above, it can be assumed that wetness has the highest influence on  
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Figure 11. Flooded areas from the land surface dynamic parameters perspective. 

 

 
Figure 12. Flooded areas spotting from the land surface dynamic parameters perspective displayed on the 2022 after-snowmelt 
layers. (A) TCTW; (B) albedo; (C) LST. 

 
land surface status at each step of a snowy event, and impacts seriously the dis-
tribution of albedo and LST. Moreover, TCW positive correlation with albedo in 
the “during” period and its highest negative correlation with LST (R2 = 0.68) in 
the “after” period, illustrate the expansion of wetness on usually less or not con-
cerned spots. As causality, it could then be inferred that with snowfall and snow-
melt, the wetness increases and stays constant for a long time (the “after” image 
was acquired 13 days after the snowfall see Table 1), the surface energy is deeply 
lowered, while the surface temperature slowly increases back to the normal after 
the melting. All the previous happens with a direct impact on recurrent water 
stagnation and temporary flooding. Nevertheless, the level of stagnation is as-
sumed to be different, according to soil porosity or impermeability, which has 
not been explicitly explored in this study.  

4.4. Limitations and Caveats  

The regression amongst LST and TCTw, is at some point exposed to accuracy  
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Figure 13. Fifth-order polynomial regression model.  

 
biases. In fact, images of Landsat-9 used to produce LST have been available a 
month apart, while only the “During” event scene, recorded on February the 5th 
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share the same conditions as Sentinel-2 granule (See Table 1). Although output-
ted trends are acceptable in the logic of the scenario analysis, pixels’ value rela-
tion with the regression analysis might present some deviations, which were not 
pointed out. Computations under the optimal conditions absolutely need the same 
date scene and granule. 

Moreover, the method still needs to be compared with other well-proven mod-
els. For instance, machine learning classifiers may be performed to proceed with 
a further assessment of land cover features, to validate the extent of snow-cover, 
as well as differentiate perennial waters from additional temporary water surface 
and new streams, that were created and sourced from Lewisville Lake according 
to DFW metropolitan urban needs. This would bring a different perspective to 
the accuracy assessment. Ongoing works will complete this step, adding poten-
tial further snowfalls.  

5. Conclusions 

To sum up, the geospatial knowledge of snowmelt impact in areas less regularly 
and deeply affected, but facing some unpredictable records of huge snowfalls, 
mays help for forecasting and warning system implementation. The methodolo-
gy has relied on passive and active remotely sensed data, as well as pre-/post- 
analysis laboratory validation and fieldwork, for useful results ensuring locals’ 
safety. About 5.6 km2 correspond to recurrently flooded areas around the Lewis-
ville Lake, whose 1.9 km2 are urban. It was also assessed that the state of land 
surface dynamics is substantially important, with a constant increase of wetness, 
versus increased to abrupt changes in surface energy and temperature. The wet-
ness especially was defined as the main driver or explainable variable of flooding, 
as TCTw matched 0.56 km2 of recurrently flooded areas, and was always posi-
tively correlated with snowfalls, wet snow and snowmelt. Therefore, if snow-
melt-related flooding has not yet been declared as a proper human threat in the 
study area to the best of our knowledge, it seems important that the urban plan-
ning, i.e., built-up expansion and new cities creation, in Denton County, takes 
these forecasting into consideration.  

Finally, the ongoing experimentations are directed towards addressing the limi-
tations above mentioned. For now, the team plans to collect more closely available 
satellite data for the same dates to restart a scenario for upcoming events. In addi-
tion, the thresholding approach which is a simple straightforward method, is 
being compared with the NDWI computation from optical data as well as artifi-
cial intelligence methods, especially machine learning. Moreover, the fieldwork 
is intended to cover at least 30% of the sampling, as advised in the literature. 
This might help the improvement of future outcomes, in better preventing and 
mitigating unexpected snowfall-snowmelt hazard exposure, when recalling the 
“snowpocalypse” of February 10th, of 2010. 
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Supplemental Materials  

 
Complementary fieldwork pictures. From left to right: Lyndon B Johnson Freeway at Hillcrest Plaza Drive, on Feb-
ruary 14th, 2021, 6:49 AM; Field Measures at Cottonwood Park in Richardson (2.7 inches); Another waypoint at Pa-
loma Creek at a different altitude, where residents confirmed there has never been flood; Trace of floodings due to 
raising of Lewisville Lake added to snowmelt additional waters on a stony public bench of 0.6 meters at Shoreline 
Ridge Drive Court; Flooded areas in a wooded vegetation between the fences and the ridge at Lake Trail access point#5.  
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