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#### Abstract

In this paper, we have considered the general ordinary quasi-differential operators generated by a general quasi-differential expression $\tau_{p, q}$ in $L_{w}^{p}$-spaces of order $n$ with complex coefficients and its formal adjoint $\tau_{q^{\prime}, p^{\prime}}^{+}$in $L_{w}^{q}-$ spaces for arbitrary $p, q \in[1, \infty)$. We have proved in the case of one singular end-point that all well-posed extensions of the minimal operator $T_{0}\left(\tau_{p, q}\right)$ generated by such expression $\tau_{p, q}$ and their formal adjoint on the interval $[a, b)$ with maximal deficiency indices have resolvents which are HilbertSchmidt integral operators and consequently have a wholly discrete spectrum. This implies that all the regularly solvable operators have all the standard essential spectra to be empty. Also, a number of results concerning the location of the point spectra and regularity fields of the operators generated by such expressions can be obtained. Some of these results are extensions or generalizations of those in the symmetric case, while others are new.
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## 1. Introduction

In [1] Akhiezer and Glazman studied that the self-adjoint extension $S$ of the minimal operator $T_{0}(\tau)$ generated by a formally symmetric differential expression $\tau$ with maximal deficiency indices have resolvents which are Hilbert-Schmidt integral operators and consequently have a wholly discrete spectrum. In [2]-[5], the relationship between the square-integrable solutions for real values of the
spectral parameter and the spectrum of self-adjoint ordinary differential operators of even order with real coefficients and arbitrary deficiency index are studied.

The main results of Evans, Sobhy El-Sayed and others in [6] [7] concerning the general ordinary quasi-differential operators are generalized to $L_{w}^{p}$-spaces with an arbitrary interval ( $a, b$ ) (see [8] [9]). Also, the results includes those in [10]-[16].

The operators which fulfill the role that the self-adjoint and maximal symmetric operators play in the case of a formally symmetric expression $\tau$ are those which are regularly solvable with respect to the minimal operators $T_{0}(\tau)$ and $T_{0}\left(\tau^{+}\right)$ generated by a general ordinary quasi-differential expression $\tau$ and its formal adjoint $\tau^{+}$respectively, the minimal operators $T_{0}(\tau)$ and $T_{0}\left(\tau^{+}\right)$form an adjoint pair of closed, densely-defined operators in the underlying $L_{w}^{2}$-space, that is $T_{0}(\tau) \subset\left[T_{0}\left(\tau^{+}\right)\right]^{*}$. Such an operator $S$ satisfies $T_{0}(\tau) \subset S \subset\left[T_{0}\left(\tau^{+}\right)\right]^{*}$ and for some $\lambda \in \mathbb{C},(S-\lambda I)$ is a Fredholm operator of zero index, this means that $S$ has the desirable Fredholm property that the equation $(S-\lambda I) u=f$ has a solution if and only if $f$ is orthogonal to the solution space of $(S-\lambda I) u=0$ and furthermore the solution spaces of $(S-\lambda I) u=0$ and $\left(S^{*}-\bar{\lambda} I\right) v=0$ have the same finite dimension. This notion was originally and due to Visik [17]-[24].

Our objective in this paper, is to generalize the results in [11]-[16] for symmetric case and results of Sobhy El-sayed in [18]-[23] for general qua-si-differential operators to $L_{w}^{p}$ spaces in an analogue of Hilbert Frentzen in [8] [9]. A rather general class of quasi-differential expressions $\tau_{p, q}$ with ma-trix-valued coefficients and the associated maximal operators $T\left(\tau_{p, q}\right)$ and minimal operator $T_{0}\left(\tau_{p, q}\right)$ as maps of a subspace of $L_{w}^{p}$ into $L_{w}^{q}$ for arbitrary $p, q \in[1, \infty)$. Also, we have shown in the case of one singular end-point that all well-posed extensions of the minimal operator $T_{0}\left(\tau_{p, q}\right)$ generated by such expression $\tau_{p, q}$ and their formal adjoint on the interval $[a, b)$ with maximal deficiency indices have resolvents which are Hilbert-Schmidt integral operators and consequently have a wholly discrete spectrum. This implies that all the regularly solvable operators have all the standard essential spectra to be empty. The domains of these operators are described in terms of boundary conditions involving the $p$-integrable solutions of the quasi-differential equation $\tau_{p, q}[u]=\lambda u w$ and the adjoint equation $\tau_{q^{\prime}, p^{\prime}}^{+}[v]=\bar{\lambda} v w(\lambda \in \mathbb{C})$ (see [21]).

For (formally) symmetric differential expressions $\tau$ and $L_{w}^{2}$ space much work has been done on the problem of finding self-adjoint differential operator $T(\tau)$ with the aid of boundary conditions as in A. N. Krall and A. Zettl [13], Naimark [14], D. Race [15] [16], Wang [25], Zettl [26] and Zhikhar [27] to mention only a few. If $\tau$ is not symmetric, one can ask for $T(\tau)$ which are Fredholm operators with index zero. For $L_{w}^{2}$ space and second order scalar differential expressions this question was answered by Evans and Edmunds [4] [5], for scalar differential expressions of general order on half-open intervals by Evans and Sobhy [6] and on open intervals by Sobhy El-sayed in [17]-[23].

The results herein include those of D. Race [15] [16], but also gives a description of the domain of the maximal symmetric extensions of $T_{0}\left(\tau_{p, q}\right)$ in the case when $T_{0}\left(\tau_{p, q}\right)$ is a symmetric operator of unequal deficiency indices. Another noteworthy special case of our result is that of Zhikhar [27] concerning the $J$-self-adjoint extensions of $J$-symmetric differential operators $T_{0}\left(\tau_{p, q}\right)$, where $J$ denotes complex conjugation.

The results include those of Jiong Sun [2], R. Agarwal [3] and Zettl [26] concerning self-adjoint realizations of symmetric operators when the minimal operator $T_{0}\left(\tau_{p, q}\right)$ has equal deficiency indices. Also, includes those of Evans [4] [5], D. Race [15] [16] and N. A. Zhikhar [27] for the special case that concerns the $J$ -self-adjoint operators, where $J$ denotes complex conjugation. If the deficiency indices are unequal the maximal differential operators $T\left(\tau_{p, q}\right)$ are determined by the results herein.

## 2. Notation and Preliminaries

We begin with a brief survey of adjoint pairs of operators and their associated regularly solvable operators; their full treatment can be found in ([5], Chapter III), ([6]-[25]). The domain and range of a linear operator $T$ acting in a Hilbert space $H$ will be denoted by $D(T)$ and $R(T)$ respectively and $N(T)$ will denote its null space. The nullity of $T$, written $\operatorname{nul}(T)$, is the dimension of $N(T)$ and the deficiency of $T$, written $\operatorname{def}(T)$, is the co-dimension of $R(T)$ in $H$; thus if $T$ is densely defined and $R(T)$ is closed, then $\operatorname{def}(T)=\operatorname{nul}\left(T^{*}\right)$. The Fredholm domain of $T$ is (in the notation of [4]) the open subset $\Delta_{3}(T)$ of $\mathbb{C}$ consisting of those values of $\lambda \in \mathbb{C}$ which are such that $(T-\lambda I)$ is a Fredholm operator, where $I$ is the identity operator in $H$. Thus $\lambda \in \Delta_{3}(T)$ if and only if $(T-\lambda I)$ has closed range and finite nullity and deficiency. The index of $(T-\lambda I)$ is the number $\operatorname{ind}(T-\lambda I)=\operatorname{nul}(T-\lambda I)-\operatorname{def}(T-\lambda I)$, this being defined for $\lambda \in \Delta_{3}(T)$.

Two closed densely defined operators $A$ and $B$ acting in a Hilbert space $H$ are said to form an adjoint pair if $A \subset B^{*}$ and, consequently $B \subset A^{*}$; equivalently, $(A x, y)=(x, B y)$ for all $x \in D(A)$ and $y \in D(B)$, where (.,.) denotes the in-ner-product on $H$.

Definition 2.1: The field of regularity $\Pi(A)$ of $A$ is the set of all $\lambda \in \mathbb{C}$ for which there exists a positive constant $K(\lambda)$ such that

$$
\begin{equation*}
\|(A-\lambda I) x\| \geq K(\lambda)\|x\| \text { for all } x \in D(A) \tag{2.1}
\end{equation*}
$$

or equivalently, on using the Closed Graph Theorem, $\operatorname{nul}(A-\lambda I)=0$ and $R(A-\lambda I)$ is closed.

The joint field of regularity $\Pi(A, B)$ of $A$ and $B$ is the set of $\lambda \in \mathbb{C}$ which are such that $\lambda \in \Pi(A), \quad \bar{\lambda} \in \Pi(B)$ and both $\operatorname{def}(A-\lambda I)$ and $\operatorname{def}(B-\bar{\lambda} I)$ are finite. An adjoint pair $A$ and $B$ is said to be compatible if $\Pi(A, B) \neq \phi$.

Definition 2.2: A closed operator $S$ in Hilbert space $H$ is said to be regularly solvable with respect to the compatible adjoint pair of $A$ and $B$ if $A \subset S \subset B^{*}$
and $\Pi(A, B) \cap \Delta_{4}(S) \neq \phi$, where $\Delta_{4}(S)=\left\{\lambda: \lambda \in \Delta_{3}(S)\right.$, ind $\left.(S-\lambda I)=0\right\}$.
Definition 2.3: The resolvent set $\rho(S)$ of a closed operator $S$ in $H$ consists of the complex numbers $\lambda$ for which $(S-\lambda I)^{-1}$ exists, is defined on $H$ and is bounded. The complement of $\rho(S)$ in $\mathbb{C}$ is called the spectrum of $S$ and written $\sigma(S)$. The point spectrum $\sigma_{p}(S)$, continuous spectrum $\sigma_{c}(S)$ and residual spectrum $\sigma_{r}(S)$ are the following subsets of $\sigma(S)$ (see [5] [11] [12] [18] [19] [20] [23] [24] [25]).
$\sigma_{p}(S)=\{\lambda \in \sigma(S):(S-\lambda I)$ is not injective $\}$, i.e., the set of eigenvalues of $S$;

$$
\begin{gathered}
\sigma_{c}(S)=\{\lambda \in \sigma(S):(S-\lambda I) \text { is injective, } R(S-\lambda I) \subsetneq \overline{R(S-\lambda I)}=H\} \\
\sigma_{r}(S)=\{\lambda \in \sigma(S):(S-\lambda I) \text { is injective, } \overline{R(S-\lambda I)} \neq H\}
\end{gathered}
$$

For a closed operator $S$ we have,

$$
\begin{equation*}
\sigma(S)=\sigma_{p}(S) \cup \sigma_{c}(S) \cup \sigma_{r}(S) \tag{2.2}
\end{equation*}
$$

An important subset of the spectrum of a closed densely defined operator $S$ in $H$ is the so-called essential spectrum. The various essential spectra of $S$ are defined as in [5, Chapter 9] to be the sets:

$$
\begin{equation*}
\sigma_{e k}(S)=\mathbb{C} \backslash \Delta_{k}(S),(k=1,2,3,4,5) \tag{2.3}
\end{equation*}
$$

where $\Delta_{3}(S)$ and $\Delta_{4}(S)$ have been defined earlier.
Definition 2.4: For two closed densely defined operators $A$ and $B$ acting in $H$, if $A \subset S \subset B^{*}$ and the resolvent set $\rho(S)$ of $S$ is nonempty (see [5]), $S$ is said to be well-posed with respect to $A$ and $B$.

Note that, if $A \subset S \subset B^{*}$ and $\lambda \in \rho(S)$ then $\lambda \in \Pi(A)$ and $\bar{\lambda} \in \rho\left(S^{*}\right) \subset \Pi(B)$ so that if $\operatorname{def}(A-\lambda I)$ and $\operatorname{def}(B-\bar{\lambda} I)$ are finite, then $A$ and $B$ are compatible, in this case $S$ is regularly solvable with respect to $A$ and $B$. The terminology "regularly solvable" mentioned by Visik in [4] [5] [6] [23] and [24], while the notion of "well-posed" was introduced by Zhikhar in [27].

Theorem 2.5: (cf. ([5], Theorem III.3.1)). Let $T$ be a closed, densely-defined operator in $H$ with $\Pi(A) \neq \varnothing$. Then for any closed extension $S$ of $T$ and $\lambda \in \Pi(T)$ we have $D(S)=D(T)+N\left(\left[T^{*}-\bar{\lambda} I\right][S-\lambda I]\right)$. If $\lambda \in \Pi(T) \cap \Delta_{4}(S)$ and $\operatorname{def}(T-\lambda I)<\infty$, then

$$
\operatorname{dim}\{D(S) / D(T)\}=\operatorname{ind}(S-\lambda I)+\operatorname{def}(T-\lambda I)
$$

If $A$ is symmetric operator, then with $B=A$, the operators $S$ which conform to Definition 2.1 are the self-adjoint or maximal symmetric extensions of $A$. In this case when $A$ is $J$-symmetric relative to complex conjugation $J, A$ and $B=J A J$ form an adjoint pair with $\Pi(A, B)=\Pi(A)$; any $J$-self-adjoint extension of $A$ whose resolvent set is nonempty, is regularly solvable with respect to $A$ and $J A J$. For the above results, see (([5], Chapter III), [18] [19] [20] [23] [24] [25] and [27]).

Throughout this paper, let $\mathbb{K}$ denote either $\mathbb{R}$, the field of real numbers, or $\mathbb{C}$, the field of complex numbers. For a positive integers $k$ and $m$ let $\mathbb{M}_{k, m}$ de-
note the vector space of $k \times m$ matrices with $\mathbb{K}$-valued entries and $G L_{m}$ the subset of $\mathbb{M}_{m}:=\mathbb{M}_{m, m}$ consisting of all non-singular matrices. For $A \in \mathbb{M}_{k, m}$, let $A^{\mathrm{T}}$ denote the transpose and $A^{*}$ the adjoint, i.e., the complex conjugate transpose of.

If $Z$ is a subset of $\mathbb{M}_{k, m}$ and $I$ is an interval, $B(I, Z)$ denotes the set of Lebesgue measurable maps of $I$ into $Z$ and $A C_{l o c}(I, Z)$ the set of locally absolutely continuous maps. Measurable maps are regarded as equal if they are equal almost everywhere on $I$. Further we define:

$$
\begin{aligned}
& \qquad L^{p}(I, Z):=\left\{y \in B(I, Z) \|\left. y\right|^{p} \text { is Lebesgue-integrable }\right\}, \\
& \|y\|_{p, I}:=\left(\int_{I}|y|^{p}\right)^{\frac{1}{p}} \text { for all } y \in L^{p}(I, Z) \text { and } p \in[1, \infty), \\
& \qquad L^{\infty}(I, Z):=\{y \in B(I, Z) \mid y \text { is essental bounded }\}, \\
& \|y\|_{\infty, I}:=\operatorname{esssup}_{x \in I}|y(x)| \text { for all } y \in L^{\infty}(I, Z), \\
& \text { and } \\
& L_{l o c}^{p}(I, Z):=\left\{y \in B(I, Z)|y| K \in L^{p}(K, Z) \text { for all compact subintervals } K \text { of } I\right\} \\
& \text { for all } p \in[1, \infty) \text {. } \\
& \text { If } r \in[1, \infty) \text {, then } r^{\prime} \in[1, \infty) \text { is always chosen such that } \frac{1}{r}+\frac{1}{r^{\prime}}=1 . \text { We always }
\end{aligned}
$$ assume that $p, q \in[1, \infty)$. If $L^{p}:=L^{p}\left(I, \mathbb{K}^{s}\right)$ for some positive integer $s$, then $\left(L^{p}\right)^{*}=L^{p^{\prime}}$ for $p \in[1, \infty)$ and $L^{1}$ is a subspace of $\left(L^{\infty}\right)^{*}$, where $(.)^{*}$ denotes the complex conjugate transpose. We refer to [8] and [9] for more details.

## 3. The Quasi-Differential Expressions

Let $I$ be an interval with endpoints $a, b(-\infty \leq a<b \leq \infty)$, let $n, s$ be positive integrs and $p, q \in[1, \infty)$. The quasi-differential expressions are defined in terms of a Shin-Zettl matrix $F$ on the interval $I$.

Definition 3.1 [7] [8] [9]: The set $Z_{n, s}^{p, q}(I)$ of Shin-Zettl matrices on $I$ consists of matrices is defined to be the set of all lower triangular matrices $F=\left\{f_{j, k}\right\} \quad$ of the form

$$
F=\left(\begin{array}{ccc}
f_{0,1} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
f_{n, 1} & \cdots & f_{n, n+1}
\end{array}\right)
$$

whose entries are complex-valued functions on $I$ which satisfy the following conditions:

$$
\left.\begin{array}{l}
f_{0,1} \in L_{l o c}^{p}\left(I, \mathbb{M}_{s}\right) \text { and } f_{n, n+1} \in L_{l o c}^{q^{\prime}}\left(I, \mathbb{M}_{s}\right),  \tag{3.1}\\
\left.f_{j, k} \in L_{l o c}^{p}\left(I, \mathbb{M}_{s}\right) \text { for all } 1 \leq j \leq n \text { and } 1 \leq k \leq \min \{j+1, n\},\right\} \\
f_{j, j+1}(x) \in G L_{s} \text { for all } 0 \leq j \leq n \text { and } x \in I .
\end{array}\right\}
$$

For $F \in Z_{n, s}^{p, q}(I)$ we define $\tilde{F}$ as the $(n \times n)$ matrix obtained from $F$ by removing the first row and the last column, i.e.,

$$
\tilde{F}=\left(\begin{array}{cccc}
f_{1,1} & f_{1,2} & \ldots & 0 \\
\vdots & \vdots & \ddots & 0 \\
f_{n-1,1} & f_{n-1,2} & \ldots & f_{n-1, n} \\
f_{n, 1} & f_{n, 2} & \ldots & f_{n, n}
\end{array}\right)
$$

Definition 3.2 [8] [9]: For $\tilde{F} \in Z_{n, s}^{p, q}(I)$, the quasi-derivatives associated with $\tilde{F}$ are defined by

$$
\begin{gather*}
y_{\stackrel{[0]}{[0]}:=y_{\tilde{F}},}^{y_{F}^{[j]}:=\left(f_{j, j+1}\right)^{-1}\left\{\left(y_{F}^{[j-1]}\right)^{\prime}-\sum_{k=1}^{j} f_{j, k} k_{F}^{[k-1]}\right\},(1 \leq j \leq n-1)} \\
y_{F}^{[n]}:=\left\{\left(y_{F}^{[n-1]}\right)^{\prime}-\sum_{k=1}^{n} f_{j, k} k_{F}^{[k-1]}\right\}, \tag{3.2}
\end{gather*}
$$

where the prime' denotes differentiation.
The quasi-differential expression $\tau_{\tilde{F}}$ associated with $\tilde{F}$ is given by:

$$
\begin{equation*}
\tau_{\tilde{F}}[]:=i^{n} y_{\tilde{F}}^{[n]},(n \geq 2), \tag{3.3}
\end{equation*}
$$

this being defined on the set:

$$
V\left(\tau_{\tilde{F}}\right):=\left\{y_{\vec{F}}: y_{\vec{F}}^{[j-1]} \in A C_{l o c}\left(I, \mathbb{K}^{s}\right), 1 \leq j \leq n\right\}
$$

where $A C_{\text {loc }}\left(I, \mathbb{K}^{s}\right)$, denotes the set of functions which are locally absolutely continuous on every compact subinterval of $I$.
For $y \in V\left(\tau_{\tilde{F}}\right)$, we define $Q_{\tilde{F}} y:=\left(\begin{array}{c}y_{\vec{F}}^{[0]} \\ \vdots \\ y_{\vec{F}}^{[n-1]}\end{array}\right)$.
Clearly the maps $\tau_{\tilde{F}}: V\left(\tau_{\tilde{F}}\right) \rightarrow B\left(I, \mathbb{K}^{s}\right)$ and $Q_{\tilde{F}}: V\left(\tau_{\tilde{F}}\right) \rightarrow A C_{\text {loc }}\left(I, \mathbb{K}^{n, s}\right)$ are linear.

In analogy to the adjoint and the transpose of a matrix, there are two different "(formal) adjoint" of a quasi-differential expression, we refer to [8] [9] and [21] for more details.
In the following we always assume that $\tilde{F} \in Z_{n, s}^{p, q}$ and $\tau_{\tilde{F}}:=\tau_{p, q}$.
The formal adjoint $\tau_{p, q}^{+}$of $\tau_{p, q}$ is defined by the matrix $\tilde{F}^{+}$which given by:

$$
\begin{equation*}
\tilde{F}^{+}=-J_{n}^{-1} \tilde{F}^{*} J_{n} \tag{3.4}
\end{equation*}
$$

where $\tilde{F}^{*}$ is the conjugate transpose of $\tilde{F}$ and $J_{n}$ is the non-singular $(n \times n)$ matrix

$$
\begin{equation*}
J_{n}=\left((-1)^{j} \delta_{j, n+1-k}\right)_{\substack{1 \leq \leq \leq \leq n \\ 1 \leq k \leq n}} \tag{3.5}
\end{equation*}
$$

$\delta$ being the Kronecker delta. If $\tilde{F}^{+}=f_{j, k}^{+}$then it follows that

$$
\begin{equation*}
f_{j, k}^{+}=(-1)^{j+k+1} \bar{f}_{n-k+1, n-j+1} . \tag{3.6}
\end{equation*}
$$

The quasi-derivatives associated with the matrix $\tilde{F}^{+}$in $Z_{n, s}^{p, q}(I)$ are there-
fore

$$
\begin{gather*}
y_{+}^{0}:=y \\
y_{+}^{[j]}:=\left(\bar{f}_{n-j, n-j+1}\right)^{-1}\left\{\left(y_{+}^{[j-1]}\right)^{\prime}-\sum_{k=1}^{j}(-1)^{j+k+1} \bar{f}_{n-k+1, n-j+1} y_{+}^{[k-1]}\right\}  \tag{3.7}\\
y_{+}^{[n]}:=\left\{\left(y_{+}^{[n-1]}\right)^{\prime}-\sum_{k=1}^{n}(-1)^{n+k+1} \bar{f}_{n-k+1,1} y_{+}^{[k-1]}\right\}
\end{gather*}
$$

and

$$
\begin{align*}
\tau_{q^{\prime}, p^{\prime}}^{+}[]:=i^{n} y_{+}^{[n]}(n \geq 2) \text { for all } y \in V\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)  \tag{3.8}\\
V\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right):=\left\{y: y_{+}^{[j-1]} \in A C_{l o c}\left(I, \mathbb{K}^{s}\right), 1 \leq j \leq n\right\}, \tag{3.9}
\end{align*}
$$

Note that: $\left(\tilde{F}^{+}\right)^{+}=\tilde{F}$ and so $\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)^{+}=\tau_{p, q}$. We refer to [5] [6] [7] [8] [9] and [21] for a full account of the above and subsequent results on qua-si-differential expressions.

For $u \in V\left(\tau_{p, q}\right), v \in V\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)$and $\alpha, \beta \in I$, we have Green's formula,

$$
\begin{equation*}
\int_{\alpha}^{\beta}\left\{\bar{v} \tau_{p, q}[u]-u \overline{\tau_{q^{\prime}, p^{\prime}}^{+}[v]}\right\} \mathrm{d} x=[u, v](\beta)-[u, v](\alpha) \tag{3.10}
\end{equation*}
$$

where,

$$
\begin{align*}
{[u, v](x)=} & i^{n}\left(\sum_{r=0}^{n-1}(-1)^{r+n+1} u^{[r]} \overline{v_{+}^{[n-r-1]}}\right)(x) \\
= & (-i)^{n}\left(Q_{\tilde{F}}^{\mathrm{T}} u J_{n \times n} Q_{\vec{F}} \bar{v}\right)(x) \\
= & (-i)^{n}\left(u, u^{[1]}, \cdots, u^{[n-1]}\right) J_{n \times n}\left(\begin{array}{c}
\bar{v} \\
\vdots \\
\bar{v}_{+}^{[n-1]}
\end{array}\right)(x), \\
& J_{n \times n}=\left(\begin{array}{ccc}
0 & \cdots & -1 \\
\vdots & \ddots & \vdots \\
(-1)^{n} & \cdots & 0
\end{array}\right) \tag{3.11}
\end{align*}
$$

see [5] [6] [7] [8] [9] [17] [24] and [26]. Let $w: I \rightarrow \mathbb{R}$ be a non-negative weight function with $w \in L_{l o c}^{1}(I)$ and $w>0$ (for almost all $x \in I$ ). Then $H^{r}=L_{w}^{r}\left(I, \mathbb{K}^{s}\right)$ denotes the Hilbert function space of equivalence classes of Lebesgue measurable functions such that

$$
\begin{equation*}
\|y\|_{r, I}:=\left(\int_{I}|y|^{r} w\right)^{\frac{1}{r}} \text { for all } y \in L^{r}(I, Z) \text { and } r \in[1, \infty) \tag{3.12}
\end{equation*}
$$

The equation

$$
\begin{equation*}
\tau_{p, q}[u]-\lambda w u=0(\lambda \in \mathbb{C}) \text { on } I \text {, } \tag{3.13}
\end{equation*}
$$

is said to be regular at the left end-point $a \in \mathbb{R}$, if for all $X \in(a, b)$,

$$
a \in \mathbb{R}, w, f_{j, k} \in L^{1}(a, X), j, k=1,2, \cdots, n
$$

otherwise (3.13) is said to be singular at $a$. If (3.13) is regular at both end-points, then it is said to be regular; in this case we have,

$$
\begin{equation*}
a, b \in \mathbb{R}, w, f_{j, k} \in L^{1}(a, b), j, k=1,2, \cdots, n \tag{3.14}
\end{equation*}
$$

We shall be concerned with the case when $a$ is a regular end-point of Equation (3.13), the end-point $b$ being allowed to be either regular or singular. Note that, in view of (3.14), an end-point of $I$ is regular for (3.13), if and only if it is regular for the equation

$$
\begin{equation*}
\tau_{p, q}^{+}[v]-\bar{\lambda} w v=0(\lambda \in \mathbb{C}) \text { on } I . \tag{3.15}
\end{equation*}
$$

Definition 3.3 [5]-[21] [26]:

1) The maximal operators corresponding to $\tau_{p, q}, \tau_{q^{\prime}, p^{\prime}}^{+}$are defined as operators from a subspaces of $L_{w}^{p}$ into $L_{w}^{q}, p, q$ are arbitrary.

$$
\begin{aligned}
T\left(\tau_{p, q}\right)= & w^{-1} \tau[u] \text { for all } \\
& u \in D\left[T\left(\tau_{p, q}\right)\right]:=\left\{u \in V\left(\tau_{p, q}\right) \cap L_{w}^{p} \mid w^{-1} \tau_{p, q}[u] \in L_{w}^{q}\right\}, \\
T\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)= & w^{-1} \tau^{+}[v] \text { for all } \\
& v \in D\left[T\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right]:=\left\{v \in V\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right) \cap L_{w}^{p} \mid w^{-1} \tau_{q^{\prime}, p^{\prime}}^{+}[v] \in L_{w}^{q}\right\} .
\end{aligned}
$$

The subspaces $D\left[T\left(\tau_{p, q}\right)\right]$ and $D\left[T\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right]$of $L_{w}^{p}\left(I, \mathbb{K}^{s}\right)$ are the domains of the so-called maximal operators $T\left(\tau_{p, q}\right)$ and $T\left(\tau_{p, q}^{+}\right)$respectively.
2) For the regular problem the minimal operators $T_{0}\left(\tau_{p, q}\right)$ and $T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)$ are the restrictions of $w^{-1} \tau_{p, q}[u]$ and $w^{-1} \tau_{q^{\prime}, p^{\prime}}^{+}[v]$ to the subspaces:

$$
\left.\begin{array}{l}
D_{0}\left(\tau_{p, q}\right):=\left\{u: u \in D\left(\tau_{p, q}\right),\left(Q_{\tilde{F}} u\right)(a)=\left(Q_{\tilde{F}} u\right)(b)=0\right\}  \tag{3.16}\\
D_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right):=\left\{v: v \in D\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right),\left(Q_{\tilde{F}} v_{+}\right)(a)=\left(Q_{\tilde{F}} v_{+}\right)(b)=0\right\}
\end{array}\right\}
$$

The subspaces $D_{0}\left(\tau_{p, q}\right)$ and $D_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)$are dense in $L_{w}^{p}\left(I, \mathbb{K}^{s}\right)$ and $T_{0}\left(\tau_{p, q}\right)$ and $T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)$are closed operators (see [4] ([5] Section 3) and [6]-[21]).
In the singular problem we first introduce the operators $T_{0}^{\prime}\left(\tau_{p, q}\right)$ and $T_{0}^{\prime}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right) ; T_{0}^{\prime}\left(\tau_{p, q}\right)$ being the restriction of $w^{-1} \tau_{p, q}[$.$] to the subspace$ $D_{0}^{\prime}\left(\tau_{p, q}\right):=\left\{u: u \in D\left(\tau_{p, q}\right) \mid \operatorname{supp}(u)\right.$ is compact and contained in the interior of $\left.I\right\}$. and with $T_{0}^{\prime}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)$defined similarly. These operators are densely-defined and closable in $L_{w}^{p}\left(I, \mathbb{K}^{s}\right)$; and we define the minimal operators $T_{0}\left(\tau_{p, q}\right)$ and $T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)$to be their respective closures (see [5]-[14] [21] and [26]). We denote the domains of $T_{0}\left(\tau_{p, q}\right)$ and $T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)$by $D_{0}\left(\tau_{p, q}\right)$ and $D_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)$respectively. It can be shown that:

$$
\left.\begin{array}{l}
u \in D_{0}\left(\tau_{p, q}\right) \Rightarrow\left(Q_{\tilde{F}} u\right)(a)=0  \tag{3.17}\\
v \in D_{0}\left(\tau_{p, q}^{+}\right) \Rightarrow\left(Q_{\tilde{F}} v_{+}\right)(a)=0
\end{array}\right\},
$$

because we are assuming that $a$ is a regular end-point. Clearly $T_{0}\left(\tau_{p, q}\right)$ and $T\left(\tau_{p, q}\right)$ are linear operators of $L_{w}^{p}$ into $L_{w}^{q}$ and $T_{0}\left(\tau_{p, q}\right) \subset T\left(\tau_{p, q}\right)$.

Moreover, in both regular and singular problems, we have

$$
\begin{equation*}
T_{0}^{*}\left(\tau_{p, q}\right)=T\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right), \quad T\left(\tau_{p, q}\right)=T_{0}^{*}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right), \tag{3.18}
\end{equation*}
$$

see [6]-[16] and ([26], Section 5) in the case when $\tau_{p, q}=\tau_{q^{\prime}, p^{\prime}}^{+}$and compare
with treatment in ([5], Section III.10.3), [6] in general case. Also, we refer to [17]-[22] for more details.

Corollary 3.4 (cf. ([8], Corollary 3.10) and [9]):
a) If $\tau_{2,2}$ is symmetric, then $T_{0}\left(\tau_{2,2}\right)$ is symmetric in the Hilbert space $L_{w}^{2}(a, b)$.
b) If $\tau_{2,2}$ is $J$-symmetric, then $T_{0}\left(\tau_{2,2}\right)$ is $J$-symmetric in the Hilbert space $L_{w}^{2}(a, b)$.

## 4. $L_{w}^{p}$-Solutions

In this section, we shall concerned with $L_{w}^{p}$-Solutions of general ordinary quasi-differential equations, and we denote for $\tau_{p, q}$ by $\tau$ and $\tau_{p, q}^{+}$by $\tau^{+}$.

Denote by $S(\tau)$ and $S\left(\tau^{+}\right)$the sets of all solutions of the equations

$$
\begin{equation*}
\left[\tau-\lambda_{0} I\right] u=0\left(\lambda_{0} \in \mathbb{C}\right) \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[\tau^{+}-\overline{\lambda_{0}} I\right] v=0\left(\lambda_{0} \in \mathbb{C}\right) \tag{4.2}
\end{equation*}
$$

respectively. Let $\varphi_{j}(t, \lambda), j=1,2, \cdots, n$ be the solutions of the homogeneous equation $[\tau-\lambda I] u=0(\lambda \in \mathbb{C})$ satisfying:

$$
\varphi_{j}^{[r]}\left(t_{0}, \lambda\right)=\delta_{j, r+1} \quad \text { for all } t_{0} \in[a, b) \quad(j=1,2, \cdots, n ; r=0,1, \cdots, n-1)
$$

for fixed $t_{0}, a<t_{0}<b$. Then $\varphi_{j}(t, \lambda)$ is continuous in $(t, \lambda)$ for $0<t<b$, $|\lambda|<\infty$, and for fixed $t$ it is entire in $\lambda$. Let $\varphi_{k}^{+}(t, \lambda), k=1,2, \cdots, n$ denote the solutions of the adjoint homogeneous equation $\left[\tau^{+}-\bar{\lambda} I\right] v=0(\lambda \in \mathbb{C})$ satisfying:

$$
\left(\varphi_{k}^{+}\right)^{[r]}\left(t_{0}, \lambda\right)=(-1)^{k+r} \delta_{k, n-r} \text { for all } t_{0} \in[a, b) \quad(k=1,2, \cdots, n ; r=0,1, \cdots, n-1)
$$

Suppose $a<c<b$, by [5] [21] [22] [23] [24] and [26], a solution of the qua-si-differential equation

$$
\begin{equation*}
[\tau-\lambda I] \varphi=w f(\lambda \in \mathbb{C}), f \in L_{w}^{1}(a, b) \tag{4.3}
\end{equation*}
$$

satisfying $\varphi^{[r]}(c)=0, r=0,1, \cdots, n-1$ is giving by:

$$
\varphi(t, \lambda)=\left(\frac{\lambda-\lambda_{0}}{i^{n}}\right) \sum_{j, k=1}^{n} \xi^{j k} \varphi_{j}(t, \lambda) \int_{a}^{t} \overline{\varphi_{k}^{+}(s, \lambda)} f(s) w(s) \mathrm{d} s
$$

where $\varphi_{k}^{+}(s, \lambda)$ stands for the complex conjugate of $\varphi_{k}(t, \lambda)$ and for each $j, k, \xi^{j k}$ is constant which is independent of $t, \lambda$ (but does depend in general on $t$.

The next lemma is a form of the variation of parameters formula for a general quasi-differential equation is giving by the following Lemma.

Lemma 4.1: Suppose $f \in L_{w}^{1}(0, b)$ locally integrable function and $\varphi(t, \lambda)$ is the solution of Equation (4.3) satisfying:

$$
\varphi^{[r]}\left(t_{0}, \lambda\right)=\alpha_{r+1} \quad \text { for } \quad r=0,1, \cdots, n-1, \quad t_{0} \in[a, b)
$$

Then

$$
\begin{align*}
\varphi(t, \lambda)= & \sum_{j=1}^{n} \alpha_{j}(\lambda) \varphi_{j}\left(t, \lambda_{0}\right)+\left(\left(\lambda-\lambda_{0}\right) / i^{n}\right) \sum_{j, k=1}^{n} \xi^{j k} \varphi_{j}\left(t, \lambda_{0}\right)  \tag{4.4}\\
& \times \int_{a}^{t} \overline{\varphi_{k}^{+}\left(s, \lambda_{0}\right)} f(s) w(s) \mathrm{d} s
\end{align*}
$$

for some constants $\alpha_{1}(\lambda), \alpha_{2}(\lambda), \cdots, \alpha_{n}(\lambda) \in \mathbb{C}$, where $\varphi_{j}\left(t, \lambda_{0}\right)$ and $\varphi_{k}^{+}\left(t, \lambda_{0}\right), j, k=1,2, \cdots, n$ are solutions of Equations (4.1) and (4.2) respectively, $\xi^{j k}$ is a constant which is independent of $t$.

Theorem 4.2: (cf. [5] [6]). Let $\tau$ be a regular quasi-differential expression of order n on the interval [a, b]. For $f \in L_{w}^{2}(a, b)$, the equation $\tau[\varphi]=w f$ has a solution $\varphi \in V(\tau)$ satisfying

$$
\varphi^{[r]}(a)=\varphi^{[r]}(b)=0, r=0,1,2, \cdots, n-1
$$

If and only if $f$ is orthogonal in $L_{w}^{2}(a, b)$ to solution space of $\tau^{+}[\psi]=0$, i.e.,

$$
R\left[T_{0}(\tau)-\lambda I\right]=N\left[T\left(\tau^{+}\right)-\bar{\lambda} I\right]^{\perp}
$$

Corollary 4.3 (cf. [19] [20] [21]), As a result from Theorem 4.2, we have that

$$
R\left[T_{0}(\tau)-\lambda I\right]^{\perp}=N\left[T\left(\tau^{+}\right)-\bar{\lambda} I\right]
$$

Lemma 4.4 [22]: (Gronwall's inequality). Let $u(t)$ and $v(t)$ be two realfunctions defined, non-negative and $u, v \in L^{1}\left(t_{0}, t\right)$ for $t>t_{0}$, and if

$$
u(t) \leq c+\int_{t_{0}}^{t} u(s) v(s) \mathrm{d} s, c>0,
$$

for some positive constant $c$, then

$$
\begin{equation*}
u(t) \leq c \exp \left(\int_{0}^{t} v(s) \mathrm{d} s\right) \tag{4.5}
\end{equation*}
$$

Lemma 4.5: Suppose $f \in L_{l o c}^{1}(I)$, and suppose that the Conditions (3.1) are satisfied. Then, given any complex numbers $c_{r} \in \mathbb{C}, r=0,1,2, \cdots, n-1$ and $x_{0} \in(a, b)$, there exists a unique solutions of $(\tau-\lambda) \varphi=w f(\lambda \in \mathbb{C})$ which satisfies

$$
\varphi^{[r]}\left(x_{0}\right)=c_{j}, r=0,1,2, \cdots, n-1 .
$$

Proof: The proof is similar to that in (14], part II, Theorem 16.2.2) and therefore omitted.

Lemma 4.6: Suppose that for some $\lambda_{0} \in \mathbb{C}$ all solutions of Equations (4.1) and (4.2) are in $L_{w}^{2}(a, b)$. then all solutions of Equations (4.1) and (4.2) are in $L_{w}^{2}(a, b)$ for every complex number $\lambda \in \mathbb{C}$.
Proof: The proof is similar to that in [21] [22] [23] [24], and therefore omitted.

Lemma 4.7: If all solutions of the equation $\left[\tau-\lambda_{0} w\right] u=0$ are bounded on [a,b) and $\varphi_{k}^{+}\left(t, \lambda_{0}\right) \in L_{w}^{1}(a, b)$ for some $\lambda_{0} \in \mathbb{C}, k=1, \cdots, n$. Then all solutions of the equation $[\tau-\lambda w] u=0$ are also bounded on $[a, b)$ for every complex number $\lambda \in \mathbb{C}$.

Lemma 4.8: Suppose that for some complex number $\lambda_{0} \in \mathbb{C}$ all solutions of Equation (4.1) are in $L_{w}^{p}(a, b)$ and all solutions of (4.2) are in $L_{w}^{q}(a, b)$. Sup-
pose $f \in L_{w}^{p}(a, b)$, then all solutions of Equation (4.3) are in $L_{w}^{p}(a, b)$ for all $\lambda \in \mathbb{C}$

Proof: Let $\left\{\varphi_{1}\left(t, \lambda_{0}\right), \cdots, \varphi_{n}\left(t, \lambda_{0}\right)\right\},\left\{\varphi_{1}^{+}\left(s, \lambda_{0}\right), \cdots, \varphi_{n}^{+}\left(s, \lambda_{0}\right)\right\}$ be two sets of linearly independent solutions of Equations (4.1) and (4.2) respectively. Then for any solutions $\varphi(t, \lambda)$ of the equation $[\tau-\lambda I] \varphi=w f(\lambda \in \mathbb{C})$ which may be written as follows

$$
\left[\tau-\lambda_{0} w\right] \varphi=\left(\lambda-\lambda_{0}\right) w \varphi+w f, \lambda_{0} \in \mathbb{C}
$$

and it follows from (4.4) that

$$
\begin{align*}
\varphi(t, \lambda)= & \sum_{j=1}^{n} \alpha_{j}(\lambda) \varphi_{j}\left(t, \lambda_{0}\right)+\frac{1}{i^{n}} \sum_{j, k=1}^{n} \xi^{j k} \varphi_{j}\left(t, \lambda_{0}\right)  \tag{4.6}\\
& \times \int_{a}^{t} \overline{\varphi_{k}^{+}\left(t, \lambda_{0}\right)}\left[\left(\lambda-\lambda_{0}\right) \varphi(s, \lambda)+f(s)\right] w(s) \mathrm{d} s
\end{align*}
$$

for some constants $\alpha_{1}(\lambda), \alpha_{2}(\lambda), \cdots, \alpha_{n}(\lambda) \in \mathbb{C}$. Hence

$$
\begin{align*}
|\varphi(t, \lambda)| \leq & \sum_{j=1}^{n}\left(\left|\alpha_{j}(\lambda)\right|\left|\varphi_{j}\left(t, \lambda_{0}\right)\right|\right)+\sum_{j, k=1}^{n}\left|\xi^{j k}\right|\left|\varphi_{j}\left(t, \lambda_{0}\right)\right|  \tag{4.7}\\
& \times \int_{a}^{t} \overline{\varphi_{k}^{+}\left(t, \lambda_{0}\right)}\left[\left|\lambda-\lambda_{0}\right||\varphi(s, \lambda)|+|f(s)|\right] w(s) \mathrm{d} s .
\end{align*}
$$

Since $f \in L_{w}^{p}(a, b)$ and $\varphi_{k}^{+}\left(., \lambda_{0}\right) \in L_{w}^{q}(a, b)$ for some $\lambda_{0} \in \mathbb{C}$, then $\varphi_{k}^{+}\left(., \lambda_{0}\right) f \in L_{w}^{1}(a, b)$ for some $\lambda_{0} \in \mathbb{C}$ and $k=1, \cdots, n$. Setting:

$$
\begin{equation*}
C_{j}(\lambda)=\sum_{j, k=1}^{n}\left|\xi^{j k}\right| \int_{a}^{t}\left|\overline{\varphi_{k}^{+}\left(s, \lambda_{0}\right)}\right||f(s)| w(s) \mathrm{d} s, j=1,2, \cdots, n, \tag{4.8}
\end{equation*}
$$

then

$$
\begin{align*}
|\varphi(t, \lambda)| \leq & \sum_{j=1}^{n}\left(\left|\alpha_{j}(\lambda)\right|+C_{j}(\lambda)\right)\left|\varphi_{j}\left(t, \lambda_{0}\right)\right|+\left|\lambda-\lambda_{0}\right| \\
& \times\left(\sum_{j, k=1}^{n}\left|\xi^{j k}\right|\left|\varphi_{j}\left(t, \lambda_{0}\right)\right| \int_{a}^{t}\left|\overline{\varphi_{k}^{+}\left(s, \lambda_{0}\right)}\right||\varphi(s, \lambda)| w(s) \mathrm{d} s\right) . \tag{4.9}
\end{align*}
$$

On application of the Cauchy-Schwartz inequality to the integral in (4.9), we get

$$
\begin{align*}
|\varphi(t, \lambda)| \leq & \sum_{j=1}^{n}\left(\left|\alpha_{j}(\lambda)\right|+C_{j}(\lambda)\right)\left|\varphi_{j}\left(t, \lambda_{0}\right)\right|+\left|\lambda-\lambda_{0}\right| \sum_{j, k=1}^{n}\left|\xi^{j k}\right|\left|\varphi_{j}\left(t, \lambda_{0}\right)\right| \\
& \times\left(\int_{a}^{t}\left|\overline{\varphi_{k}^{+}\left(t, \lambda_{0}\right)}\right|^{q} w(s) \mathrm{d} s\right)^{\frac{1}{q}}\left(\int_{a}^{t}|\varphi(s, \lambda)|^{p} w(s) \mathrm{d} s\right)^{\frac{1}{p}} . \tag{4.10}
\end{align*}
$$

From the inequality $(u+v)^{p} \leq 2^{p-1}\left(u^{p}+v^{p}\right)$, it follows that

$$
\begin{align*}
|\varphi(t, \lambda)|^{p} \leq & 2^{2(p-1)} \sum_{j=1}^{n}\left(\left|\alpha_{j}(\lambda)\right|+C_{j}(\lambda)\right)^{p}\left|\varphi_{j}\left(t, \lambda_{0}\right)\right|^{p} \\
& +2^{2(p-1)}\left|\lambda-\lambda_{0}\right|^{p} \sum_{j, k=1}^{n}\left|\xi^{j k}\right|^{p}\left|\varphi_{j}\left(t, \lambda_{0}\right)\right|^{p}  \tag{4.11}\\
& \times\left(\int_{a}^{t}\left|\overline{\varphi_{k}^{+}\left(t, \lambda_{0}\right)}\right|^{q} w(s) \mathrm{d} s\right)^{\frac{p}{q}}\left(\int_{a}^{t}|\varphi(s, \lambda)|^{p} w(s) \mathrm{d} s\right) .
\end{align*}
$$

By hypothesis there exist positive constant $K_{0}$ and $K_{1}$ such that

$$
\begin{equation*}
\left\|\varphi_{j}\left(t, \lambda_{0}\right)\right\|_{L_{w}^{p}(a, b)} \leq K_{0} \text { and }\left\|\overline{\varphi_{k}^{+}\left(s, \lambda_{0}\right)}\right\|_{L_{w}^{q}(a, b)} \leq K_{1}, \quad j, k=1,2, \cdots, n \tag{4.12}
\end{equation*}
$$

Hence

$$
\begin{align*}
|\varphi(t, \lambda)|^{p} & \leq 2^{2(p-1)} \sum_{j=1}^{n}\left(\left|\alpha_{j}(\lambda)\right|+C_{j}(\lambda)\right)^{p}\left|\varphi_{j}\left(t, \lambda_{0}\right)\right|^{p} \\
& +2^{2(p-1)} K_{1}^{p}\left|\lambda-\lambda_{0}\right|^{p} \sum_{j, k=1}^{n}\left|\xi^{j k}\right|^{p}\left|\varphi_{j}\left(t, \lambda_{0}\right)\right|^{p}\left(\int_{a}^{t}|\varphi(s, \lambda)|^{p} w(s) \mathrm{d} s\right) . \tag{4.13}
\end{align*}
$$

Integrating the inequality in (4.13) between $a$ and $t$, we obtain

$$
\begin{align*}
\int_{a}^{t}|\varphi(s, \lambda)|^{p} w(s) \mathrm{d} s \leq & K_{2}+\left(2^{2(p-1)}\left|\lambda-\lambda_{0}\right|^{p} \sum_{j, k=1}^{n}\left|\xi^{j k}\right|^{p}\right)  \tag{4.14}\\
& \times \int_{a}^{t}\left|\varphi_{j}\left(s, \lambda_{0}\right)\right|^{p}\left(\int_{a}^{s}|\varphi(x, \lambda)|^{p} w(x) \mathrm{d} x\right) w(s) \mathrm{d} s
\end{align*}
$$

where

$$
\begin{equation*}
K_{2}=2^{2(p-1)} K_{0}^{p} \sum_{j=1}^{n}\left(\left|\alpha_{j}(\lambda)\right|+C_{j}(\lambda)\right)^{p} \tag{4.15}
\end{equation*}
$$

Now, on using Gronwall's inequality (Lemma 4.4), it follows that

$$
\begin{align*}
& \int_{a}^{t}|\varphi(s, \lambda)|^{p} w(s) \mathrm{d} s \\
& \leq K_{2} \exp \left(2^{2(p-1)} K_{1}^{p}\left|\lambda-\lambda_{0}\right|^{p} \sum_{j, k=1}^{n}\left|\xi^{j k}\right|^{p} \int_{a}^{t}\left|\varphi_{j}\left(s, \lambda_{0}\right)\right|^{p} w(s) \mathrm{d} s\right) \tag{4.16}
\end{align*}
$$

Since, $\varphi_{j}\left(t, \lambda_{0}\right) \in L_{w}^{p}(a, b)$ for some $\lambda_{0} \in \mathbb{C}$ and for $j=1, \cdots, n$, then $\varphi(t, \lambda) \in L_{w}^{p}(0, b)$ for all $\lambda \in \mathbb{C}$.

Remark: Lemma 4.8 also holds if the function $f$ is bounded on $[a, b)$.
Lemma 4.9: Let $f \in L_{w}^{p}(0, b)$. Suppose for some $\lambda_{0} \in \mathbb{C}$ that:
(i) All solutions of $\left(\tau^{+}-\bar{\lambda} I\right) \varphi^{+}=0$ are in $L_{w}^{q}(a, b)$.
(ii) $\varphi_{j}\left(t, \lambda_{0}\right), j=1, \cdots, n$ are bounded on $[0, b)$.

Then all solutions $\varphi(t, \lambda)$ of Equation (4.3) are in $L_{w}^{p}(a, b)$ for all $\lambda \in \mathbb{C}$.
Lemma 4.10: Let $f \in L_{w}^{p}(a, b)$. Suppose for some $\lambda_{0} \in \mathbb{C}$ that:
(i) All solutions of $\left(\tau^{+}-\bar{\lambda} I\right) \varphi^{+}=0$ are in $L_{w}^{q}(a, b)$.
(ii) $\varphi_{j}^{[r]}\left(t, \lambda_{0}\right), j=1, \cdots, n$ are bounded on $[a, b)$ for some $r=0,1, \cdots, n-1$.

Then $\varphi^{[r]}(t, \lambda) \in L_{w}^{p}(a, b)$ for any solution $\varphi(t, \lambda)$ of the equation $(\tau-\lambda I) \varphi=w f$ for all $\lambda \in \mathbb{C}$

## 5. The Regularly Solvable Operators

We see from (3.18) that $T_{0}\left(\tau_{p, q}\right) \subset T\left(\tau_{p, q}\right)=\left[T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right]^{*}$ and hence $T_{0}\left(\tau_{p, q}\right)$, $T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)$form an adjoint pair of closed-densely operators in $L_{w}^{p}\left(I, \mathbb{K}^{s}\right)$.

Lemma 5.1 [17] [18]: For $\lambda \in \Pi\left[T_{0}\left(\tau_{p, q}\right), T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right]$,
$\operatorname{def}\left[T_{0}\left(\tau_{p, q}\right)-\lambda I\right]+\operatorname{def}\left[T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)-\bar{\lambda} I\right]$
is constant and

$$
0 \leq \operatorname{def}\left[T_{0}\left(\tau_{p, q}\right)-\lambda I\right]+\operatorname{def}\left[T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)-\bar{\lambda} I\right] \leq 2 n
$$

In the problem with one singular end-point,

$$
\begin{aligned}
& \quad n \leq \operatorname{def}\left[T_{0}\left(\tau_{p, q}\right)-\lambda I\right]+\operatorname{def}\left[T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)-\bar{\lambda} I\right] \leq 2 n, \text { for all } \\
& \lambda \in \Pi\left[T_{0}\left(\tau_{p, q}\right), T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right] .
\end{aligned}
$$

In the regular problem,
$\operatorname{def}\left[T_{0}\left(\tau_{p, q}\right)-\lambda I\right]+\operatorname{def}\left[T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)-\bar{\lambda} I\right]=2 n$, for all $\lambda \in \Pi\left[T_{0}\left(\tau_{p, q}\right), T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right]$.

Proof: The proof is similar to that in ([4] [5] [6]) ([17] [18] [19] [20]) and ([22] [23] [24]) and therefore omitted.

For $\lambda \in \Pi\left[T_{0}\left(\tau_{p, q}\right), T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right]$, we define $r, s$ and $m$ as follows:

$$
\begin{align*}
& r=r(\lambda):=\operatorname{def}\left[T_{0}\left(\tau_{p, q}\right)-\lambda I\right]=\operatorname{nul}\left[T\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)-\bar{\lambda} I\right],  \tag{5.1}\\
& s=s(\lambda):=\operatorname{def}\left[T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)-\bar{\lambda} I\right]=\operatorname{nul}\left[T\left(\tau_{p, q}\right)-\lambda I\right], \\
& m=r+s .
\end{align*}
$$

then, $0 \leq r, s \leq n$ and by Lemma 5.1, $m$ is constant on $\Pi\left[T_{0}\left(\tau_{p, q}\right), T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right]$ and

$$
\begin{equation*}
n \leq m \leq 2 n \tag{5.2}
\end{equation*}
$$

For $\Pi\left[T_{0}\left(\tau_{p, q}\right), T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right] \neq \varnothing$ the operators which are regularly solvable with respect to the minimal operators $T_{0}\left(\tau_{p, q}\right)$ and $T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)$are characterized by the following theorem which proved for a general quasi-differential operator in ([5], Theorem 10.15).

Theorem 5.2 ([6], Theorem 3.2): For $\lambda \in \Pi\left[T_{0}\left(\tau_{p, q}\right), T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right]$. Let $r$ and $m$ be defined by (5.1), and let $\psi_{j}^{p, q}(j=1,2, \cdots, r), \Phi_{k}^{p, q}(k=r+1, \cdots, m)$ be arbitrary functions satisfying:
(i) $\psi_{j}^{p, q}(j=1,2, \cdots, r) \subset D\left[T\left(\tau_{p, q}\right)\right]$ are linearly independent modulo $D\left[T_{0}\left(\tau_{p, q}\right)\right]$ and
$\Phi_{k}^{p, q}(k=r+1, \cdots, m) \subset D\left[T\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right]$are linearly independent modulo $D\left[T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right]$.
(ii) $\left[\psi_{j}^{p, q}, \Phi_{k}^{p, q}\right](b)-\left[\psi_{j}^{p, q}, \Phi_{k}^{p, q}\right](a)=0,(j=1,2, \cdots, r ; k=r+1, \cdots, m)$.

Then the set

$$
\begin{equation*}
\left\{u: u \in D\left[T\left(\tau_{p, q}\right)\right],\left[u, \Phi_{k}^{p, q}\right](b)-\left[u, \Phi_{k}^{p, q}\right](a)=0, k=r+1, \cdots, m\right\} \tag{5.3}
\end{equation*}
$$

is the domain of an operator $S$ which is regularly solvable with respect to $T_{0}\left(\tau_{p, q}\right)$ and $T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)$and the set

$$
\begin{equation*}
\left\{v: v \in D\left[T\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right],\left[\psi_{j}^{p, q}, v\right](b)-\left[\psi_{j}^{p, q}, v\right](a)=0, j=1,2, \cdots, r\right\} \tag{5.4}
\end{equation*}
$$

is the domain of the operator $S^{*}$; moreover $\lambda \in \Delta_{4}(S)$.
Conversely, if $S$ is regularly solvable with respect to $T_{0}\left(\tau_{p, q}\right)$ and $T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)$ and $\lambda \in \Pi\left[T_{0}\left(\tau_{p, q}\right), T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right] \cap \Delta_{4}(S)$, then with $r$ and $s$ defined by (5.1) there exist functions $\psi_{j}^{p, q}(j=1,2, \cdots, r), \Phi_{k}^{p, q}(k=r+1, \cdots, m)$ which satisfy (i) and (ii) and are such that (5.3) and (5.4) are the domains of $S$ and $S^{*}$ respectively.
$S$ is self-adjoint if, and only if, $\tau_{p, q}=\tau_{q^{\prime}, p^{\prime}}^{+}, r=s$ and
$\Phi_{k}^{p, q}=\psi_{k-r}^{p, q}(k=r+1, \cdots, m) ; S$ is $J$-self-adjoint if $\tau_{p, q}=J \tau_{p, q} J \quad$ ( $J$ is a complex conjugate), $r=s$ and $\Phi_{k}^{p, q}=\bar{\psi}_{k-r}^{p, q}(k=r+1, \cdots, m)$.

Proof: The proof is entirely similar to that in [6]. We refer also to [17]-[24] for more details.

## 6. The Spectra of General Differential Operators

In this subsection we deal with the various components of the spectra of qua-si-differential operators $T_{0}\left(\tau_{p, q}\right)$ and $T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)$.

We see from (3.18) and Theorem 4.2 that $T_{0}\left(\tau_{p, q}\right) \subset T\left(\tau_{p, q}\right)=\left[T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right]^{*}$ and hence $T_{0}\left(\tau_{p, q}\right)$ and $T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)$form an adjoint pair of closed, closed-densely operators in $L_{w}^{p}\left(I, \mathbb{K}^{s}\right)$.

We shall now investigate in the case of one singular end-point that the resolvent of all well-posed extensions of the minimal operator $T_{0}\left(\tau_{p, q}\right)$ and we show that in the maximal case, i.e., when

$$
\begin{aligned}
& \quad \operatorname{def}\left[T_{0}\left(\tau_{p, q}\right)-\lambda I\right]=\operatorname{def}\left[T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)-\bar{\lambda} I\right]=n, \text { for all } \\
& \lambda \in \Pi\left[T_{0}\left(\tau_{p, q}\right), T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right]
\end{aligned}
$$

that these resolvents are integral operators, in fact they are Hilbert-Schmidt integral operators by considering that the function $f$ to be in $L_{w}^{p}(a, b)$, i.e., is $p$-integrable over the interval $[a, b)$.

Theorem 6.1: Suppose for an operator $T_{0}\left(\tau_{p, q}\right)$ with one singular end-point that,

$$
\begin{aligned}
& \quad \operatorname{def}\left[T_{0}\left(\tau_{p, q}\right)-\lambda I\right]=\operatorname{def}\left[T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)-\bar{\lambda} I\right]=n, \text { for all } \\
& \lambda \in \Pi\left[T_{0}\left(\tau_{p, q}\right), T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right],
\end{aligned}
$$

and let $S$ be an arbitrary closed operator which is a well-posed extension of the minimal operator $T_{0}\left(\tau_{p, q}\right)$ and $\lambda \in \rho(S)$, then the resolvents $R_{\lambda}^{p, q}$ and $R_{\bar{\lambda}}^{*}(p, q)$ of $S$ and $S^{*}$ respectively are Hilbert-Schmidt integral operators whose kernels $K_{p, q}(t, s, \lambda)$ and $K_{q^{\prime}, p^{\prime}}^{+}(s, t, \lambda)$ are continuous functions on $[a, b) \times[a, b)$ and satisfy:

$$
\begin{equation*}
K_{p, q}(t, s, \lambda)=\overline{K_{q^{\prime}, p^{\prime}}^{+}(s, t, \bar{\lambda})} \text { and } \int_{a}^{b} \int_{a}^{b}\left|K_{p, q}(t, s, \lambda)\right|^{p} w(s) w(t) \mathrm{d} s \mathrm{~d} t<\infty \tag{6.1}
\end{equation*}
$$

where,

$$
\begin{aligned}
& R_{\lambda}^{p, q} f(t)=\int_{a}^{b} K_{p, q}(t, s, \lambda) f(s) w(s) \mathrm{d} s, \text { for all } t \in[a, b), \quad f \in L_{w}^{p}(a, b) . \\
& R_{\bar{\lambda}}^{*(p, q)} g(t)=\int_{a}^{b} \overline{K_{q^{\prime}, p^{\prime}}^{+}(s, t, \bar{\lambda})} g(t) w(t) \mathrm{d} t \text { for all } s \in[a, b), \quad g \in L_{w}^{q}(a, b) .
\end{aligned}
$$

Remark An example of a closed operator which is a well-posed with respect to a compatible adjoint pair is given by the Visik extension ([5], Theorem III.3.3) (see ([18], Theorem 1) [19] and [20]). Note that if $S$ is well-posed, then $T_{0}\left(\tau_{p, q}\right)$ and $T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)$are compatible adjoint pair and $S$ is regularly solvable with respect to $T_{0}\left(\tau_{p, q}\right)$ and $T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)$.

Proof: Let $\operatorname{def}\left[T_{0}\left(\tau_{p, q}\right)-\lambda I\right]=\operatorname{def}\left[T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)-\bar{\lambda} I\right]=n$ for all $\lambda \in \Pi\left[T_{0}\left(\tau_{p, q}\right), T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right]$, then we choose a fundamental system of solutions
$\left\{\varphi_{1}(t, \lambda), \varphi_{2}(t, \lambda), \cdots, \varphi_{n}(t, \lambda)\right\},\left\{\varphi_{1}^{+}(t, \lambda), \varphi_{2}^{+}(t, \lambda), \cdots, \varphi_{n}^{+}(t, \lambda)\right\}$ of the equations,

$$
\begin{equation*}
\left[T_{0}\left(\tau_{p, q}\right)-\lambda I\right] \varphi_{j}=0,\left[T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)-\bar{\lambda} I\right] \varphi_{k}^{+}=0(j, k=1, \cdots, n) \text { on }[a, b),( \tag{6.2}
\end{equation*}
$$

so that $\left\{\varphi_{1}(t, \lambda), \varphi_{2}(t, \lambda), \cdots, \varphi_{n}(t, \lambda)\right\},\left\{\varphi_{1}^{+}(t, \lambda), \varphi_{2}^{+}(t, \lambda), \cdots, \varphi_{n}^{+}(t, \lambda)\right\}$ belong to $L_{w}^{p}(a, b)$ and $L_{w}^{q}(a, b)$ repectively, i.e., they are $p$ and $q$-integrable on the interval $[a, b)$. Let $R_{\lambda}^{p, q}=(S-\lambda I)^{-1}$ be the resolvent of any well-posed extension of the minimal operator $T_{0}\left(\tau_{p, q}\right)$. For $f \in L_{w}^{p}(a, b)$ we put $\varphi(t, \lambda)=R_{\lambda}^{p, q} f(t)$ then $\left[T\left(\tau_{p, q}\right)-\lambda I\right] \varphi=w f$ and consequently has a solution $\varphi(t, \lambda)$ in the form,

$$
\begin{align*}
\varphi(t, \lambda)= & \sum_{j=1}^{n} \alpha_{j}(\lambda) \varphi_{j}\left(t, \lambda_{0}\right)+\frac{1}{i^{n}}\left(\lambda-\lambda_{0}\right) \sum_{j, k=1}^{n} \xi^{j k} \varphi_{j}\left(t, \lambda_{0}\right)  \tag{6.3}\\
& \left.\times \int_{a}^{t} \frac{\varphi_{k}^{+}\left(s, \lambda_{0}\right)}{}\right)(s) w(s) \mathrm{d} s
\end{align*}
$$

for some constants $\alpha_{1}(\lambda), \alpha_{2}(\lambda), \cdots, \alpha_{n}(\lambda) \in \mathbb{C}$ (see Lemma 4.5). Since $f \in L_{w}^{p}(a, b)$ and
$\varphi_{k}^{+}\left(., \lambda_{0}\right) \in L_{w}^{q}(a, b)$ for some $\lambda_{0} \in \mathbb{C}$, then $\varphi_{k}^{+}\left(., \lambda_{0}\right) f \in L_{w}^{1}(a, b), k=1, \cdots, n$ for some $\lambda_{0} \in \mathbb{C}$ and hence the integral in the right-hand of (6.3) will be finite.

To determine the constants $\alpha_{j}(\lambda), j=1, \cdots, n$, let $\varphi_{k}^{+}(t, \lambda), k=1, \cdots, n$ be a basis for $\left\{D\left(S^{*}\right) / D_{o}\left[T\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right]\right\}$, then because $\varphi(t, \lambda) \in D(S) \subset \rho(S) \subset \Delta_{4}(S)$, we have from Theorem 5.2 that,

$$
\begin{equation*}
\left[\varphi, \varphi_{k}^{+}\right](b)-\left[\varphi, \varphi_{k}^{+}\right](a)=0,(k=1,2, \cdots, n) \text { on }[a, b) \tag{6.4}
\end{equation*}
$$

and hence from (6.3), (6.4) and on using Lemma 4.1, we have:

$$
\begin{align*}
& {\left[\varphi, \varphi_{k}^{+}\right](b)} \\
& =\sum_{j=1}^{n}\left[\alpha_{j}(\lambda)+\frac{1}{i^{n}}\left(\lambda-\lambda_{0}\right) \sum_{j, k=1}^{n} \xi^{j k} \int_{a}^{t} \overline{\varphi_{k}^{+}\left(s, \lambda_{0}\right)} f(s) w(s) \mathrm{d} s\right]\left[\varphi_{j}, \varphi_{k}^{+}\right](b), \\
& \quad\left[\varphi, \varphi_{k}^{+}\right](a)=\sum_{j=1}^{n} \alpha_{j}(\lambda)\left[\varphi_{j}, \varphi_{k}^{+}\right](a), k=1,2, \cdots, n . \tag{6.5}
\end{align*}
$$

By substituting these expressions into the Conditions (6.4), we get:

$$
\begin{aligned}
& \sum_{j=1}^{n}\left[\alpha_{j}(\lambda)+\frac{1}{i^{n}}\left(\lambda-\lambda_{0}\right) \sum_{j, k=1}^{n} \xi^{j k} \int_{a}^{t} \overline{\varphi_{k}^{+}\left(s, \lambda_{0}\right)} f(s) w(s) \mathrm{d} s\right]\left[\varphi_{j}, \varphi_{k}^{+}\right](b) \\
& =\sum_{j=1}^{n} \alpha_{j}(\lambda)\left[\varphi_{j}, \varphi_{k}^{+}\right](a) .
\end{aligned}
$$

This implies that the system

$$
\begin{equation*}
\sum_{j=1}^{n} \alpha_{j}(\lambda)\left[\varphi_{j}, \varphi_{k}^{+}\right]_{a}^{b}=-\frac{\lambda-\lambda_{0}}{i^{n}}\left(\sum_{j, k=1}^{n} \xi^{j k} \int_{a}^{t} \overline{\varphi_{k}^{+}\left(s, \lambda_{0}\right)} f(s) w(s) \mathrm{d} s\right), \tag{6.6}
\end{equation*}
$$

in the variable $\alpha_{j}(\lambda), j=1,2, \cdots, n$. The determinant of this system does not vanish (see [9] and [12]). If we solve the System (6.6) we obtain:

$$
\begin{equation*}
\alpha_{j}(\lambda)=\frac{\lambda-\lambda_{0}}{i^{n}}\left(\sum_{j, k=1}^{n} \xi^{\xi k} \int_{a}^{b} h_{j}^{p, q}(s, \lambda) f(s) w(s) \mathrm{d} s\right), j=1,2, \cdots, n, \tag{6.7}
\end{equation*}
$$

where $h_{j}^{p, q}(s, \lambda)$ is a solution of the system:

$$
\begin{equation*}
\sum_{j=1}^{n} i_{j}^{p, q}(s, \lambda)\left(\left[\varphi_{j}, \varphi_{k}^{+}\right]\right)_{a}^{b}=-\sum_{j, k=1}^{n} \xi^{j k} \overline{\varphi_{k}^{+}\left(s, \lambda_{0}\right)}\left[\varphi_{j}, \varphi_{k}^{+}\right](b) \tag{6.8}
\end{equation*}
$$

Since, the determinant of the above System (6.8) does not vanish, and the functions $\varphi_{k}^{+}\left(s, \lambda_{0}\right), k=1,2, \cdots, n$ are continuous in the interval $[a, b)$, then the functions $h_{j}^{p, q}(s, \lambda)$ are also continuous in the interval $[a, b)$. By substituting in Formula (6.3) for the expressions $\alpha_{j}(\lambda), j=1,2, \cdots, n$ we get,

$$
\begin{align*}
& R_{\lambda}^{p, q} f(t)=\varphi(t, \lambda) \\
& =\frac{\lambda-\lambda_{0}}{i^{n}}\left[\sum_{j, k=1}^{n} \alpha_{j}(\lambda) \varphi_{j}\left(t, \lambda_{0}\right) \int_{a}^{t}\left[\xi^{j k} \overline{\varphi_{k}^{+}\left(s, \lambda_{0}\right)}+h_{j}^{p, q}(s, \lambda)\right] f(s) w(s) \mathrm{d} s\right.  \tag{6.9}\\
& \left.+\sum_{j=1}^{n} \varphi_{j}\left(t, \lambda_{0}\right) \int_{t}^{b} h_{j}^{p, q}(s, \lambda) f(s) w(s) \mathrm{d} s\right]
\end{align*}
$$

Now, we put

$$
K_{p, q}(t, s, \lambda)= \begin{cases}\frac{\lambda-\lambda_{0}}{i^{n}}\left(\sum_{j=1}^{n} \varphi_{j}\left(t, \lambda_{0}\right) h_{j}^{p, q}(s, \lambda)\right) & \text { for } t<s  \tag{6.10}\\ \frac{\lambda-\lambda_{0}}{i^{n}}\left(\sum_{j, k=1}^{n} \xi^{j k} \varphi_{j}\left(t, \lambda_{0}\right)\left(\overline{\varphi_{k}^{+}\left(s, \lambda_{0}\right)}+h_{j}^{p, q}(s, \lambda)\right)\right) & \text { for } t>s\end{cases}
$$

Formula (6.9) then takes the form

$$
\begin{equation*}
R_{\lambda}^{p, q} f(t)=\int_{a}^{b} K_{p, q}(t, s, \lambda) f(s) w(s) \mathrm{d} s \quad \text { for all } t \in[a, b) \tag{6.11}
\end{equation*}
$$

i.e., $R_{\lambda}^{p, q}$ is an integral operator with the kernel $K_{p, q}(t, s, \lambda)$ operating on the functions $f \in L_{w}^{p}(a, b)$. Similarly, the solutions $\varphi^{+}(t, \lambda)$ of the equation $\left[T\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)-\bar{\lambda} I\right] \varphi^{+}=w g$ has the form:

$$
\begin{align*}
\varphi^{+}(s, \lambda)= & \sum_{j=1}^{n} \alpha_{j}(\lambda) \varphi_{j}^{+}\left(s, \lambda_{0}\right)+\frac{\bar{\lambda}-\bar{\lambda}_{0}}{i^{n}} \sum_{j, k=1}^{n} \xi^{j k} \varphi_{j}^{+}\left(s, \lambda_{0}\right)  \tag{6.12}\\
& \times \int_{a}^{s} \overline{\varphi_{k}\left(t, \lambda_{0}\right)} g(t) w(t) \mathrm{d} t
\end{align*}
$$

where $\varphi_{k}\left(t, \lambda_{0}\right)$ and $\varphi_{j}^{+}\left(s, \lambda_{0}\right), k, j=1,2, \cdots, n$ are solutions of the equations in (6.2). The argument as before leads to,

$$
\begin{equation*}
R_{\bar{\lambda}}^{*(p, q)} g(t)=\int_{a}^{b} \overline{K_{q^{\prime}, p^{\prime}}^{+}(s, t, \bar{\lambda})} g(t) w(t) \mathrm{d} t \text { for } g \in L_{w}^{q}(a, b) \tag{6.13}
\end{equation*}
$$

i.e., $R_{\bar{\lambda}}^{*}(p, q)$ is an integral operator with the kernel $K_{q^{\prime}, p^{\prime}}^{+}(s, t, \bar{\lambda})$ operating on the function $g \in L_{w}^{q}(a, b)$, where

$$
K_{q^{\prime}, p^{\prime}}^{+}(s, t, \bar{\lambda})= \begin{cases}\frac{\bar{\lambda}-\bar{\lambda}_{0}}{i^{n}}\left(\sum_{j=1}^{n} \varphi_{j}^{+}\left(s, \lambda_{0}\right) h_{j}^{+(p, q)}(t, \lambda)\right) & \text { for } s<t  \tag{6.14}\\ \frac{\bar{\lambda}-\bar{\lambda}_{0}}{i^{n}}\left(\sum_{j, k=1}^{n} \xi^{j k} \varphi_{j}^{+}\left(s, \lambda_{0}\right)\left(\overline{\varphi_{k}\left(t, \lambda_{0}\right)}+h_{j}^{+(p, q)}(t, \lambda)\right)\right) & \text { for } s>t\end{cases}
$$

and $h_{j}^{+(p, q)}(t, \lambda)$ is a solution of the system

$$
\begin{equation*}
\sum_{j=1}^{n} \overline{h_{j}^{+(p, q)}(s, \lambda)}\left(\left[\varphi_{j}, \varphi_{k}^{+}\right]\right)_{a}^{b}=-\sum_{j, k=1}^{n} \xi^{j k} \varphi_{j}\left(t, \lambda_{0}\right)\left[\varphi_{j}, \varphi_{k}^{+}\right](b) \tag{6.15}
\end{equation*}
$$

From definitions of $R_{\lambda}^{p, q}$ and $R_{\bar{\lambda}}^{*}(p, q)$, it follows that

$$
\begin{align*}
\left(R_{\lambda}^{p, q} f, g\right) & =\int_{0}^{b}\left\{\int_{0}^{b} K_{p, q}(t, s, \lambda) f(s) w(s) \mathrm{d} s\right\} \overline{g(t)} w(t) \mathrm{d} t \\
& =\int_{0}^{b}\left\{\int_{0}^{b} K_{p, q}(t, s, \lambda) \overline{g(t)} w(t) \mathrm{d} t\right\} f(s) w(s) \mathrm{d} s  \tag{6.16}\\
& =\left(f, R_{\bar{\lambda}}^{*(p, q)} g\right),
\end{align*}
$$

for any continuous functions $f, g \in H$ and by construction (see (6.10) and (6.14)), $K_{p, q}(t, s, \lambda)$ and $K_{q^{\prime}, p^{\prime}}^{+}(s, t, \bar{\lambda})$ are continuous functions on $[a, b) \times[a, b)$ and (6.16) gives us

$$
\begin{equation*}
K_{p, q}(t, s, \lambda)=\overline{K_{q^{\prime}, p^{\prime}}^{+}(s, t, \bar{\lambda})} \text { for all } t, s \in[a, b) \times[a, b) \tag{6.17}
\end{equation*}
$$

Since $\varphi_{j}(t, \lambda) \in L_{w}^{p}(a, b), \varphi_{k}^{+}(s, \lambda) \in L_{w}^{q}(a, b)$ for $j, k=1,2, \cdots, n$ and for fixed $s, K_{p, q}(t, s, \lambda)$ is a linear combination of $\varphi_{j}(t, \lambda)$ while, for fixed $t$, $K_{q^{\prime}, p^{\prime}}^{+}(s, t, \bar{\lambda})$ is a linear combination of $\varphi_{k}^{+}(s, \lambda)$. Then we have

$$
\int_{a}^{b}\left|K_{p, q}(t, s, \lambda)\right|^{p} w(t) \mathrm{d} t<\infty, \int_{a}^{b}\left|K_{q^{\prime}, p^{\prime}}^{+}(s, t, \bar{\lambda})\right|^{q} w(s) \mathrm{d} s<\infty, a<s, t<b,
$$

and (6.17) implies that,

$$
\begin{aligned}
& \int_{a}^{b}\left|K_{p, q}(t, s, \lambda)\right|^{p} w(s) \mathrm{d} s=\int_{a}^{b}\left|K_{q^{\prime}, p^{\prime}}^{+}(s, t, \bar{\lambda})\right|^{q} w(s) \mathrm{d} s<\infty \\
& \int_{a}^{b}\left|K_{q^{\prime}, p^{\prime}}^{+}(s, t, \bar{\lambda})\right|^{q} w(t) \mathrm{d} t=\int_{a}^{b}\left|K_{p, q}(t, s, \lambda)\right|^{p} w(t) \mathrm{d} t<\infty
\end{aligned}
$$

Now, it is clear from (6.8) that the functions $h_{j}^{p, q}(s, \lambda),(j=1,2, \cdots, n)$ belong to $L_{w}^{p}(a, b)$ since $h_{j}^{p, q}(s, \lambda)$ is a linear combination of the functions $\varphi_{j}^{+}(s, \lambda)$ which lie in $L_{w}^{q}(a, b)$ and hence $h_{j}^{p, q}(t, \lambda)$ belong to $L_{w}^{p}(a, b)$. Similarly
$h_{j}^{+(p, q)}(t, \lambda)$ belong to $L_{w}^{q}(a, b)$. By the upper half of the formula (6.10) and (6.14), we have:

$$
\int_{a}^{b}\left(\int_{a}^{b}\left|K_{p, q}(t, s, \lambda)\right|^{p} w(s) \mathrm{d} s\right) w(t) \mathrm{d} t<\infty,
$$

for the inner integral exists and is a linear combination of the products $\varphi_{j}(t, \lambda) \varphi_{k}^{+}(s, \lambda),(j, k=1,2, \cdots, n)$ and these products are integrable because each of the factors belongs to $L_{w}^{1}(a, b)$. Then by (6.17), and by the upper half of (6.14),

$$
\begin{aligned}
& \int_{a}^{b}\left(\int_{a}^{b}\left|K_{p, q}(t, s, \lambda)\right|^{p} w(s) \mathrm{d} s\right) w(t) \mathrm{d} t \\
& =\int_{a}^{b}\left(\int_{a}^{b}\left|K_{q^{\prime}, p^{\prime}}^{+}(s, t, \bar{\lambda})\right|^{q} w(s) \mathrm{d} s\right) w(t) \mathrm{d} t<\infty .
\end{aligned}
$$

Hence, we also have:

$$
\int_{a}^{b} \int_{a}^{b}\left|K_{p, q}(t, s, \lambda)\right|^{p} w(t) w(s) \mathrm{d} t \mathrm{~d} s<\infty
$$

and the theorem is completely proved for any well-posed extension.
Remark: It follows immediately from Theorem 6.1 that, if for an operator $T_{0}\left(\tau_{p, q}\right)$ with one singular end-point that
$\operatorname{def}\left[T_{0}\left(\tau_{p, q}\right)-\lambda I\right]=\operatorname{def}\left[T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)-\bar{\lambda} I\right]=n$, for all $\lambda \in \Pi\left[T_{0}\left(\tau_{p, q}\right), T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right]$ and $S$ is well-posed with respect to $T_{0}(\tau)$ and $T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)$with $\lambda \in \rho(S)$ then
$R_{\lambda}^{p, q}=(S-\lambda I)^{-1}$ is a Hilbert-Schmidt integral operator. Thus it is a completely continuous operator, and consequently its spectrum is discrete and consists of isolated eigenvalues having finite algebraic (so geometric) multiplicity with zero as the only possible point of accumulation. Hence, the spectra of all well-posed operators S are discrete, i.e.,

$$
\begin{equation*}
\sigma_{e k}(S)=\varnothing, \text { for } k=1,2,3,4,5 \tag{6.18}
\end{equation*}
$$

We refer to ([5], Theorem IX.3.1), [14] [15] [16] [18] [19] [20] and [23] for more details.

An example of a closed operator which is a well-posed with respect to a compatible adjoint pair is given by the Visik extension ([5], Theorem III.3.3) (See ([18], Theorem 1) [19] and [20]). Note that if $S$ is well-posed, then $T_{0}\left(\tau_{p, q}\right)$ and $T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)$are compatible adjoint pair and $S$ is regularly solvable with respect to $T_{0}\left(\tau_{p, q}\right)$ and $T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)$.

Lemma 6.2: The point spectra $\sigma_{p}\left[T_{0}\left(\tau_{p, q}\right)\right]$ and $\sigma_{p}\left[T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right]$of the operators $T_{0}\left(\tau_{p, q}\right)$ and $T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)$are empty.

Proof: Let $\lambda \in \sigma_{p}\left[T_{0}\left(\tau_{p, q}\right)\right]$. Then there exists a nonzero element $\varphi \in D\left[T_{0}\left(\tau_{p, q}\right)\right]$, such that

$$
\left[T_{0}\left(\tau_{p, q}\right)-\lambda I\right] \varphi=0
$$

In particular, this gives

$$
\left(\tau_{p, q}-\lambda w\right) \varphi=0, \varphi^{[r]}(a)=\varphi^{[r]}(b)=0, r=0,1,2, \cdots, n-1
$$

From Lemma 4.2, it follows that $\varphi \equiv 0$ and hence $\sigma_{p}\left[T_{0}\left(\tau_{p, q}\right)\right]=\varnothing$.
Similarly $\sigma_{p}\left[T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right]=\varnothing$.
Theorem 6.3: (i) $\rho\left[T_{0}\left(\tau_{p, q}\right)\right]=\varnothing$, (ii) $\sigma_{p}\left[T_{0}\left(\tau_{p, q}\right)\right]=\sigma_{c}\left[T_{0}\left(\tau_{p, q}\right)\right]=\varnothing$, (iii) $\sigma\left[T_{0}\left(\tau_{p, q}\right)\right]=\sigma_{r}\left[T_{0}\left(\tau_{p, q}\right)\right]=\mathbb{C}$.

Proof: (i) Since $R\left[T_{0}\left(\tau_{p, q}\right)-\lambda I\right]$ is a proper closed subspace of $L_{w}^{p}(a, b)$, then the resolvent set $\rho\left[T_{0}\left(\tau_{p, q}\right)\right]$ is empty.
(ii) Since $R\left[T_{0}\left(\tau_{p, q}\right)-\lambda I\right]$ is closed, then the continuous spectrum of $T_{0}\left(\tau_{p, q}\right)$ is empty set, i.e., $\sigma_{c}\left[T_{0}\left(\tau_{p, q}\right)\right]=\varnothing$.
(iii) From (i) and (ii) and Lemma 6.2, it follows that $\sigma\left[T_{0}\left(\tau_{p, q}\right)\right]=\sigma_{r}\left[T_{0}\left(\tau_{p, q}\right)\right]=\mathbb{C}$.

Corollary 6.4: (i) $\sigma_{c}\left[T\left(\tau_{p, q}\right)\right]=\sigma_{r}\left[T\left(\tau_{p, q}\right)\right]=\varnothing$,
(ii) $\sigma\left[T\left(\tau_{p, q}\right)\right]=\sigma_{p}\left[T\left(\tau_{p, q}\right)\right]=\mathbb{C}$ and $\rho\left[T\left(\tau_{p, q}\right)\right]=\varnothing$.

Proof: From Theorem 4.2 and since $T\left(\tau_{p, q}\right)=\left[T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right]^{*}$, it follows that $R\left[T\left(\tau_{p, q}\right)-\lambda I\right]$ is closed for every $\lambda \in \mathbb{C}$, see [3, Theorem 1.3.7]. Also, we have

$$
\operatorname{null}\left[T\left(\tau_{p, q}\right)-\lambda I\right]=\operatorname{def}\left[T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)-\bar{\lambda} I\right]=n
$$

and

$$
\operatorname{def}\left[T\left(\tau_{p, q}\right)-\lambda I\right]=\operatorname{null}\left[T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)-\bar{\lambda} I\right]=n
$$

(i) Since $R\left[T\left(\tau_{p, q}\right)-\lambda I\right]$ is closed and $\operatorname{def}\left[T\left(\tau_{p, q}\right)-\lambda I\right]=0$, then $R\left[T\left(\tau_{p, q}\right)-\lambda I\right]=\stackrel{p, q}{H}$ and this yields that

$$
\sigma_{c}\left[T\left(\tau_{p, q}\right)\right]=\sigma_{r}\left[T\left(\tau_{p, q}\right)\right]=\varnothing
$$

(ii) Since null $\left[T\left(\tau_{p, q}\right)-\lambda I\right]=n$ for every $\lambda \in \mathbb{C}$, then we have $\sigma_{p}\left[T\left(\tau_{p, q}\right)\right]=\mathbb{C}$. Also, it follows that $\sigma\left[T\left(\tau_{p, q}\right)\right]=\mathbb{C}$ and hence
$\rho\left[T\left(\tau_{p, q}\right)\right]=\varnothing$.

Lemma 6.5: (cf. ([5], Lemma IX.9.1). If $I=[a, b]$, with $-\infty<a<b<\infty$ then for any $\lambda \in \mathbb{C}$, the operator $T_{0}\left(\tau_{p, q}\right)$ has closed range, zero nullity and deficiency. Hence,

$$
\sigma_{e k}\left[T_{0}\left(\tau_{p, q}\right)\right]= \begin{cases}\varnothing & (k=1,2,3)  \tag{6.19}\\ \mathbb{C} & (k=4,5)\end{cases}
$$

Proof: The proof is similar to that in [19] [20] and ([23], Lemma 4.9).
Corollary 6.6: Let $\lambda \in \Pi\left[T_{0}\left(\tau_{p, q}\right), T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right]$with

$$
\begin{equation*}
\operatorname{def}\left[T_{0}\left(\tau_{p, q}\right)-\lambda I\right]=\operatorname{def}\left[T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)-\bar{\lambda} I\right]=n \tag{6.20}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\sigma_{e k}(S)=\varnothing, \text { for } k=1,2,3 \tag{6.21}
\end{equation*}
$$

of all regularly solvable extensions $S$ with respect to the compatible adjoint pair $T_{0}\left(\tau_{p, q}\right)$ and $T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)$.

## Proof: Since

$\operatorname{def}\left[T_{0}\left(\tau_{p, q}\right)-\lambda I\right]=\operatorname{def}\left[T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)-\bar{\lambda} I\right]=n$, for all
$\lambda \in \Pi\left[T_{0}\left(\tau_{p, q}\right), T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right]$.
Then we have from ([5], Theorem III.3.5) that,

$$
\begin{gathered}
\operatorname{dim}\left\{D(S) / D_{0}\left[\left(\tau_{p, q}\right)\right]\right\}=\operatorname{def}\left[T_{0}\left(\tau_{p, q}\right)-\lambda I\right]=n, \\
\operatorname{dim}\left\{D\left(S^{*}\right) / D_{0}\left[\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right]\right\}=\operatorname{def}\left[T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)-\bar{\lambda} I\right]=n .
\end{gathered}
$$

Thus $S$ is an $n$-dimensional extension of $T_{0}\left(\tau_{p, q}\right)$ and so by ([5], Corollary IX.4.2),

$$
\begin{equation*}
\sigma_{e k}(S)=\sigma_{e k}\left[T_{0}\left(\tau_{p, q}\right)\right],(k=1,2,3) \tag{6.22}
\end{equation*}
$$

From Lemma 6.2 and Lemma 6.5, we get,

$$
\begin{equation*}
\sigma_{e k}\left[T_{0}\left(\tau_{p, q}\right)\right]=\varnothing,(k=1,2,3) . \tag{6.23}
\end{equation*}
$$

Hence, by (6.22) and (6.23) we have that,

$$
\sigma_{e k}(S)=\varnothing,(k=1,2,3)
$$

Remark: If $S$ is well-posed (say the Visik's extension, see [15]-[20]), we get from (6.19) and (6.22) that

$$
\sigma_{e k}\left[T_{0}\left(\tau_{p, q}\right)\right]=\varnothing,(k=1,2,3)
$$

On applying (6.22) again to any regularly solvable extensions $S$ under consideration, hence (6.21).

Corollary 6.7: If for some $\lambda_{0} \in \mathbb{C}$, there are $n$ linearly independent solutions of the equations

$$
\begin{equation*}
\left(\tau_{p, q}-\lambda_{0} w\right) u=0,\left(\tau_{q^{\prime}, p^{\prime}}^{+}-\overline{\lambda_{0}} w\right) v=0, \lambda_{0} \in \Pi\left[T_{0}(\tau), T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right] \tag{6.24}
\end{equation*}
$$

in $L_{w}^{p}(a, b), L_{w}^{q}(a, b)$ and hence,

$$
\Pi\left[T_{0}(\tau), T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right]=\mathbb{C} \text { and } \sigma_{e k}\left[T_{0}(\tau), T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right]=\varnothing, \quad k=1,2,3
$$

where $\sigma_{e k}\left[T_{0}\left(\tau_{p, q}\right), T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right]$is the joint essential spectra of $T_{0}\left(\tau_{p, q}\right), T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)$ defined as the joint field of regularity $\Pi\left[T_{0}(\tau), T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right]$.

Proof: Since all solutions of the equations in (6.24) are in $L_{w}^{p}(a, b)$ and $L_{w}^{q}(a, b)$ respectively for some $\lambda_{0} \in \mathbb{C}$, then,
$\operatorname{def}\left[T_{0}\left(\tau_{p, q}\right)-\lambda_{0} I\right]=\operatorname{def}\left[T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)-\overline{\lambda_{0}} I\right]=n$, for some
$\lambda_{0} \in \Pi\left[T_{0}\left(\tau_{p, q}\right), T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right]$.
From Lemma 4.2, we have that $T_{0}\left(\tau_{p, q}\right)$ has no eigenvalues and so $\left[T_{0}\left(\tau_{p, q}\right)-\lambda_{0} I\right]^{-1}$ exists and its domain $R\left[T_{0}\left(\tau_{p, q}\right)-\lambda_{0} I\right]$ is a closed subspace of $L_{w}^{q}(a, b)$. Hence, since $T_{0}\left(\tau_{p, q}\right)$ is a closed operator, then $\left[T_{0}\left(\tau_{p, q}\right)-\lambda_{0} I\right]^{-1}$ is bounded and hence $\Pi\left[T_{0}\left(\tau_{p, q}\right)\right]=\mathbb{C}$. Similarly $\Pi\left[T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right]=\mathbb{C}$. Therefore $\Pi\left[T_{0}\left(\tau_{p, q}\right), T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right]=\mathbb{C}$, and hence, $\operatorname{def}\left[T_{0}\left(\tau_{p, q}\right)-\lambda I\right]=\operatorname{def}\left[T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)-\bar{\lambda} I\right]=n$ for all $\lambda \in \Pi\left[T_{0}\left(\tau_{p, q}\right), T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right]$.
From Corollary 6.6, we have for any regularly solvable extension $S$ of $T_{0}\left(\tau_{p, q}\right)$ that
$\sigma_{e k}(S)=\varnothing, \quad k=1,2,3$ and by (6.22) we get $\sigma_{e k}\left[T_{0}\left(\tau_{p, q}\right)\right]=\varnothing, k=1,2,3$.
Similarly $\sigma_{e k}\left[T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right]=\varnothing, \quad k=1,2,3$. Hence,

$$
\sigma_{e k}\left[T_{0}\left(\tau_{p, q}\right), T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right]=\varnothing, k=1,2,3
$$

Remark: If there are $n$ linearly independent solutions of Equations (6.24) in $L_{w}^{p}(a, b)$ and $L_{w}^{q}(a, b)$ for some $\lambda_{0} \in \mathbb{C}$ then the complex plane can be divided into two disjoint sets:

$$
\mathbb{C}=\Pi\left[T_{0}\left(\tau_{p, q}\right), T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right] \cup \sigma_{e k}\left[T_{0}\left(\tau_{p, q}\right), T_{0}\left(\tau_{q^{\prime}, p^{\prime}}^{+}\right)\right], k=1,2,3
$$

We refer to [5] [6] [12]-[20] and [23] for more details.
Conclusion: It has been shown that all the well-posed extensions of the minimal operator $T_{0}\left(\tau_{p, q}\right)$ generated by a general ordinary quasi-differential expression $\tau_{p, q}$ of order $n$ with complex coefficients and their formal adjoints on the interval $[a, b)$ with maximal deficiency indices have resolvents which are Hilbert-Schmidt integral operators and consequently have a wholly discrete spectrum. This implies that all the regularly solvable operators have all the standard essential spectra to be empty. Also, the location of the point spectra and
regularity fields of these operators are investigated in the case of one singular end-point and when all solutions of the equations $\left(\tau_{p, q}-\lambda w\right) u=0$ and its adjoint $\left(\tau_{p, q}{ }^{+}-\bar{\lambda} w\right) v=0$ are $p$-integrable.

## Conflicts of Interest

The author declares no conflicts of interest regarding the publication of this paper.

## References

[1] Akhiezer, N.I. and Glazman, I.M. (1963) Theory of Linear Operators in Hilbert Space. Vol. II, Frederich Unger Publishing Co., New York.
[2] Bao, Q., Sun, J., Hao, X. and Zettl, A. (2019) Characterization of Self-Adjoint Domains for Regular Even Order C-Symmetric Differential Operators. Electronic Journal of Qualitative Theory of differential Equations, No. 62, 1-17.
[3] El-Gebeily, M.A., Regan, D.O. and Agarwal, R. (2011) Characterization of Self-Adjoint Ordinary Differential Operators. Mathematical and Computer Modelling, 54, 659-672. https://doi.org/10.1016/j.mcm.2011.03.009
[4] Evans, W.D. (1984) Regularly Solvable Extensions of Non-Self-Adjoint Ordinary Differential Operators. Proceedings of the Royal Society of Edinburgh Section A: Mathematics, 97, 79-95. https://doi.org/10.1017/S0308210500031851
[5] Edmunds, D.E. and Evans, W.D. (1987) Spectral Theory and Differential Operators. Oxford University Press, Oxford.
[6] Evans, W.D. and Sobhy, E.I. (1990) Boundary Conditions for General Ordinary Differential Operators. Proceedings of the Royal Society of Edinburgh Section A: Mathematics, 114, 99-117. https://doi.org/10.1017/S030821050002429X
[7] Everitt, W.N. and Race, D. (1987) Some Remarks on Linear Ordinary Quasi-Differential Expressions. Journal of London Mathematical Society, s3-54, 300-320. https://doi.org/10.1112/plms/s3-54.2.300
[8] Frentzen, H. (1998) Boundary Conditions for Quasi-Differential Operators in $L^{p}$ Spaces. Results in Mathematics, 33, 274-287. https://doi.org/10.1007/BF03322087
[9] Frentzen, H. (1999) Quasi-Differential Operators in L ${ }^{p}$ Spaces. Bulletin of the London Mathematical Society, 31, 279-290. https://doi.org/10.1112/S0024609398005682
[10] Hao, X., Zhang, M., Sun, J. and Zettl, A. (2017) Characterization of Domains of Self-Adjoint Ordinary Differential Operators of Any Order Even or Odd. Electronic Journal of Qualitative Theory of Differential Equations, No. 61, 1-19. https://doi.org/10.14232/ejgtde.2017.1.61
[11] Hao, X., Sun, J. and Zettl, A. (2011) Square-Integrable Solutions and the Spectrum of Differential Operators. Journal of Mathematical Analysis and Applications, 376, 696-712. https://doi.org/10.1016/j.jmaa.2010.11.052
[12] Hao, X., Sun, J. and Zettl, A. (2012) The Spectrum of Differential Operators and Square-Integrable Solutions. Journal of Functional Analysis, 262, 1630-1644. https://doi.org/10.1016/j.jfa.2011.11.015
[13] Krall, A.N. and Zettl, A. (1998) Singular Self-Adjoint Sturm-Liouville Problems. Journal of Differential and Integral Equations, 1, 423-432.
[14] Naimark, M.N. (1967) Linear Differential Operators. New York, Unger, Part I. Part II (1968).
[15] Race, D. (1980) On the Location of the Essential Spectra and Regularity Fields of

Complex Sturm—Liouville Operators. Proceedings of the Royal Society of Edinburgh Section A: Mathematics, 85, 1-14. https://doi.org/10.1017/S0308210500011689
[16] Race, D. (1982) On the Essential Spectra of Linear $2 n$th Order Differential Operators with Complex Coefficients. Proceedings of the Royal Society of Edinburgh Section A: Mathematics, 92, 65-75. https://doi.org/10.1017/S0308210500019934
[17] Sobhy, E.I. (1994) Singular Non-Self-Adjoint Differential Operators. Proceedings of the Royal Society of Edinburgh Section A: Mathematics, 124, 825-841. https://doi.org/10.1017/S0308210500028687
[18] Sobhy, E.I. (1995) The Spectra of Well-Posed Operators. Proceedings of the Royal Society of Edinburgh Section A: Mathematics, 125, 1331-1348.
https://doi.org/10.1017/S0308210500030535
[19] Sobhy, E.I. (1995) Non-Self-Adjoint Quasi-Differential Operators with Discrete Spectra. Rocky Mountain Journal of Mathematics, 25, 1053-1348. https://doi.org/10.1216/rmjm/1181072204
[20] Sobhy, E.I. (2001) On the Essential Spectra of General Differential Operators. Italian Journal of Pure and Applied Mathematics, No. 9, 45-67.
[21] Sobhy, E.I. (2015) The Regularly Solvable Operators in L ${ }_{w}^{p}$-Spaces. Fundamental Journal of Mathematics and Mathematical Sciences, 2, 1-28.
[22] Sobhy, E.I. (2019) On Classifications for Solutions of Integro Quasi-Differential Equations. International Journal of Applied Mathematics \& Statistical Sciences, 8, 1-14.
[23] Sobhy, E.I. (2021) On Class of General Quasi-Differential Operators in the Hilbert Space and Their Resolvents. International Journal and Applied Mathematics, 6, 117-127.
[24] Sobhy, E.I. (1987) On the Domains of Regularly Solvable Operators in Direct Sum Spaces. International Journal and Applied Mathematics, 7, 55-68.
https://doi.org/10.22271/maths.2022.v7.i1a.776
[25] Wang, A., Sun, J. and Zettl, A. (2009) Characterization of Domains of Self-Adjoint Ordinary Differential Operators. Journal of Differential Equations, 246, 1600-1622. https://doi.org/10.1016/j.jde.2008.11.001
[26] Zettl, A. (1975) Formally Self-Adjoint Quasi-Differential Operators. Rocky Mountain Journal of Mathematics, 5, 453-474. https://doi.org/10.1216/RMJ-1975-5-3-453
[27] Zhikhar, N.A. (1959) The Theory of Extension of J-Symmetric Operators. Ukrains' kyi Matematychnyi Zhurnal, 11, 352-365.

