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## Open Access


#### Abstract

In this paper, the global properties of a classical Kaposi's sarcoma model are investigated. Lyapunov functions are constructed to establish the global asymptotic stability of the virus free and virus (or infection) present steady states. The model considers the interaction of $B$ and progenitor cells in the presence of HHV-8 virus. And how this interaction ultimately culminates in the development of this cancer. We have proved that if the basic reproduction number, $\mathcal{R}_{0}$ is less than unity, the virus free equilibrium point, $\varepsilon^{0}$, is globally asymptotically stable (GAS). We further show that if $\mathcal{R}_{0}$ is greater than unity, then both the immune absent and infection persistent steady states are GAS.
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## 1. Introduction

AIDS-related malignancies such as Kaposi's sarcoma, non-Hodgkin's lymphoma, Hodgkin's disease, primary effusion lymphoma, remain a significant burden for people living with HIV virus. Kaposi's sarcoma (KS) is the most common neoplasm associated with AIDS.

There are four different forms of known Kaposi sarcoma (KS): Classical (sporadic), African (endemic), acquired immune deficiency syndrome (AIDS)-associated (epidemic), and Transplant or immunosuppression-associated (iatrogenic) KS. The development of each of these forms is dependent on prior infection with Kaposi's sarcoma-associated Herpesvirus (KSHV) also called Human Herpesvirus-8
(HHV-8). However, KSHV/HHV-8 infection alone is insufficient for the development of KS. Some form of immunodeficiency is also necessary for disease progression.

Several studies [1] [2] have indicated that additional factors contribute to the development of KS in asymptomatic as well as symptomatic KSHV/HHV-8 infected persons. It is known that not every AIDS patient develops KS even in the face of profound immunosuppression, only a minority of KSHV/HHV-8 infected transplant recipients develop iatrogenic KS, and people with classical or endemic KS are not typically immunosuppressed [3] [4]. Most individuals not infected with HIV-1 with strong immune responses have remained latently infected with KSHV/HHV-8 throughout their lifetime [5]. The co-factors involved in classic and endemic KS have yet to be definitely elucidated. Different environmental and genetic factors have been implicated, including age, sex and malnutrition. The progression of KSHV/HHV-8 infection to KS disease depends on a complex and as yet incompletely understood interplay between KSHV and the host immune system that allows for the establishment of a tumor-promoting an environment that influences cellular proliferation, survival, migration, angiogenesis and cytokine/chemokine production. Currently, HIV-1 related KS is the fourth largest killer of people living with HIV/AIDS in sub-Saharan Africa [6].

KS is characterised by abnormal neoangiogenesis, inflammation and proliferation of tumor cells (KS spindle cells—SCs). The review by Foreman et al. [1], has suggested that the infection of progenitor cells by Human Herpesvirus-8 (HHV-8/KSHV) is the pre-requisite for the development of KS.

According to Foreman et al. [1], KS SCs are poorly differentiated endothelial cells (ECs), similar to lymphatic ECs, that are mistakenly infected by the KSHV/HHV-8.

This infection is transmitted either sexually or via saliva and its development is known to be enhanced in individuals with suppressed immune systems. Since HIV-1 is an immunosuppressive virus, it promotes the development of KS in individuals dually infected with both HIV-1 and KSHV/HHV-8.

The HIV-1 growth factors are known to stimulate the immune cells including the healthy and infected B-cells in response to signals from the T cells to proliferate. The response of the actively infected B-cells and the activation of latently infected B-cells to the signals to proliferate leads to the production and increase of KSHV/HHV-8.

The paper is structured as follows: In Section 2, we develop a mathematical model for the pathogenesis of classical Kaposi's sarcoma based on [1]. We then show that our model is biologically well posed. That is to establish that all model solutions are positive and none of them grows unboundedly. The three model equilibria are found and the basic reproduction number is derived.

In Section 3, we establish the local and global stability of the virus free steady state. The global stability is proved via a Lyapunov function. In Section 4, we establish the local and global stability of the immune absent steady state. This fixed
point represents a scenario where the cancer is established and the CD8+ cytotoxic T lymphocytes are dysfunctional due to persistent antigenic stimulation. This phenomenon is prevalent in chronic viral infections [7]. In Section 5, we prove the local and global stability of the infection persistent steady.

In an endeavour to understand the pathogenesis of the KS, we develop an in-host model of KS and find the steady states and establish their local and global stability.

## 2. Model Formulation

In this study we present a mathematical model of the progression of KS in the absence of HIV-1 (classical KS), by including the interactions of B-cells, HHV-8 infected B cells and progenitor cells, effector cells such as the cytotoxic T lymphocytes (CTLs).

Suppose we first assume that the progenitor cells are as equally prone to HHV-8 infection as the B-cells are. And we further presume that once infected, the progenitor cells proceed directly to the infectious compartment, $P_{i}$. To simply the model, we ignore the latent infection of these cells.

## B-cell and HHV-8 Dynamics

$$
\begin{gather*}
\dot{B}=S_{b}-\beta_{1} B V_{8}-\mu_{b} B  \tag{1}\\
\dot{B}_{i}=\beta_{1} B V_{8}-\mu_{b_{i}} B_{i}-\beta_{2} B_{i} E  \tag{2}\\
\dot{V}_{8}=N \mu_{b_{i}} B_{i}-\beta_{1} B V_{8}-\beta_{3} P V_{8}-\mu_{v_{8}} V_{8} \tag{3}
\end{gather*}
$$

Equation (1) describes the dynamics of the susceptible B-cells subjected to HHV-8 infection. The first term represents the constant source for these cells. The second term represents the rate at which the B cells are getting infected by HHV-8. We have assumed a constant infection rate $\beta_{1}$ and the third term represents the natural death rate constant, $\mu_{b}$.

Equation (2) represents a class of productively infected $B$ cells. The first term represents infected $B$ cells that become productively infected at a constant rate $\beta_{1}$. Most of the infected B cells become latently infected, nevertheless, to lessen the complexity of the model, we have ignored the activation dynamics of latently infected B cells. The second term represents the constant lytic death rate, $\mu_{b_{i}}$, of infected B cells due to bursting of HHV-8. The third term accounts for the lysis of the infected B cells by the HHV-8 specific effector cells, $E$.

Equation (3) represents a class of the concentration of HHV-8 virions. The first term accounts for the production of HHV-8 virions from the infected B cells where N is regarded as the average number of viral particles produced by the infected B cell during its lifespan. The second and third terms account for the loss of HHV-8 virions as they infect the B and progenitor cells and the fourth term denotes the constant clearance rate, $\mu_{V_{8}}$.

Progenitor and KS cells Dynamics

$$
\begin{equation*}
\dot{P}=S_{p}-\mu_{p} P-\beta_{3} P V_{8} \tag{4}
\end{equation*}
$$

$$
\begin{gather*}
\dot{P}_{i}=\beta_{3} P V_{8}-\mu_{p_{i}} P_{i}-\beta_{4} P_{i} E  \tag{5}\\
\dot{K}=\hat{\mu}_{p_{i}} P_{i}-\mu_{k} K \tag{6}
\end{gather*}
$$

Equations (4) to (6) describe the dynamics of the progenitor cells and KS cells. Upon activation by the cytokines secreted by activated immune cells, progenitor cells predispose themselves to HHV-8 infection [for details see Foreman, et al.]. Then, through autocrine and paracrine mechanisms, progenitor cells progress to KS. Equation (4) represents a class of susceptible progenitor cells. The first term denotes the constant source of these precursor cells from the bone marrow. The second term accounts for the natural death rate of progenitor cells and the third term accounts for the rate at which the progenitor cells get infected by the HHV-8.

Equation (5) represents the class of productively infected progenitor cells. The first term accounts for the progenitor cells that get infected by HHV-8. The second term denotes the constant nature death rate of progenitor cells. The third term accounts for the loss of infected progenitor cells due to killing by effector cells, E.

Equation (6) represents the class of KS cells. The first term accounts for the gain from the infected progenitor cells as they transform into KS cells and the second term denotes a loss due to natural death. This natural death rate is quite negligible due to the fact that these cells produce cytokines that interfere with the apoptosis program.

T-cell Dynamics

$$
\begin{equation*}
\dot{E}=r B_{i} E-\mu_{e} E \tag{7}
\end{equation*}
$$

Equation (7) describes the dynamics of the HHV-8 specific effector cells that kill infected $B$ and progenitor cells. The first term represents the proliferation of these cells due to infected B cells' stimulation at a constant rate $r$ and the second term is the constant natural death rate.

The above dynamics are illustrated in the following schematic diagram represented in Figure 1. We summarize the parameter definitions and their values in Table 1 and Table 2, respectively.

### 2.1. Positivity of Solutions and Boundedness of Solutions

### 2.1.1. Positivity of Solutions

For the model system above to be epidemiologically meaningful, it is important to prove that all its state variables are non-negative for all times. In other words, solutions of the model above with positive initial data remain positive for all $t>0$.

We thus show that our model is well posed in the sense that the populations do not become negative, and the populations are bounded. Also, the non-negative orthant is positively invariant, in other words, any trajectory that begins in the non-negative orthant remains there for all time.

For simplicity of notations, let


Figure 1. Schematic diagram of classical KS dynamics.
Table 1. Model parameters and their definitions.

| Variable | Definitions |
| :---: | :---: |
| $x_{1}(0)$ | Initial healthy B cells |
| $x_{2}(0)$ | Initial healthy progenitor cells |
| $x_{3}(0)$ | Initial HHV-8 specific effector cells |
| $x_{4}(0)$ | Initial infected B cells |
| $x_{5}(0)$ | Initial infected progenitor cells |
| $x_{6}(0)$ | Initial HHV-8 viral concentration |
| $x_{7}(0)$ | Initial KS cells |
| Parameter $^{S_{1}}$ | Definitions |
| $S_{2}$ | Source of healthy progenitor cells |
| $\mu_{1}$ | Death rate constant of healthy B cells |
| $\mu_{2}$ | Death rate constant of healthy progenitor cells |
| $\mu_{3}$ | Death rate constant of HHV-8 effector cells |
| $\mu_{4}$ | Lytic death rate of infected B cells due to burst of HHV-8 |
| $\mu_{5}$ | Removal rate of KS cells |
| $\hat{\mu}_{5}$ | Killing rate constant of infected progenitor cells |
| $\mu_{6}$ | Proliferation rate of HHV-8 specific CD8 T cells |
| $\mu_{7}$ | Burst size of HHV-8 rate constant of infected B cells |
| $\beta_{1}$ | Death rate constant of HHV-8 virions |
| $\beta_{2}$ | Death rate constant of KS cells |
| $\beta_{3}$ | Infection rate constant of healthy B cells |
| $\beta_{4}$ | Killant |
|  | Inte constant of healthy progenitor cells |

Table 2. Estimation of parameters.

| Variable | Initial value | Source |
| :---: | :---: | :---: |
| $x_{1}(0)$ | $2 \times 10^{5}$ cell $\mathrm{ml}^{-1}$ | [8] |
| $x_{2}(0)$ | $10^{5} \mathrm{cell} \mathrm{ml}^{-1}$ | [8] |
| $x_{3}(0)$ | $500 \mathrm{cell} \mathrm{ml}^{-1}$ | [8] [9] |
| $\chi_{4}(0)$ | 0 cell ml ${ }^{-1}$ | [8] [9] |
| $\chi_{5}(0)$ | 0 cell ml ${ }^{-1}$ | [8] [9] |
| $x_{6}(0)$ | 1 virion $\mathrm{ml}^{-1}$ | [8] [9] |
| $x_{7}(0)$ | 0 cell ml ${ }^{-1}$ | [8] [9] |
| Parameter | Value | Source |
| $S_{1}$ | 48,000 cell ml $^{-1}$ day $^{-1}$ | [8] |
| $S_{2}$ | 2000 cell ml ${ }^{-1}$ day $^{-1}$ | [8] |
| $\mu_{1}$ | 0.24 day $^{-1}$ | [8] |
| $\mu_{2}$ | $0.02 \mathrm{day}^{-1}$ | [8] |
| $\mu_{3}$ | $0.01 \mathrm{day}^{-1}$ | [10] |
| $\mu_{4}$ | 0.33 day $^{-1}$ | [10] |
| $\mu_{5}, \hat{\mu}_{5}$ | 0.1 | [8] |
| $\mu_{6}$ | $0.57 \mathrm{day}^{-1}$ | [8] |
| $\mu_{7}$ | $0.21 \mathrm{day}^{-1}$ | [8] |
| $\beta_{1}$ | $4.5 \times 10^{-7} \mathrm{ml} \mathrm{virion}^{-1}$ day $^{-1}$ | [8] |
| $\beta_{2}$ | $10^{-4} \mathrm{ml} \mathrm{cell}^{-1} \mathrm{day}^{-1}$ | [8] |
| $\beta_{3}$ | $4.5 \times 10^{-7} \mathrm{ml} \mathrm{virion}^{-1}$ day $^{-1}$ | [8] |
| $\beta_{4}$ | $5 \times 10^{-4} \mathrm{ml} \mathrm{cell}^{-1} \mathrm{day}^{-1}$ | [11] |
| $N$ | $10-1000$ virion cell ${ }^{-1}$ | [8] [12] |
| $r$ | $0.047 \mathrm{day}^{-1}$ | [8] |

$$
\begin{aligned}
& x_{1}(t):=B(t), x_{2}(t):=P(t), x_{3}(t):=E(t), x_{4}(t):=B_{i}(t), \\
& x_{5}(t):=P_{i}(t), x_{6}(t):=V_{8}(t), x_{7}(t):=K(t) \\
& S_{1}:=S_{b}, S_{2}:=S_{p}, \mu_{1}:=\mu_{b}, \mu_{2}:=\mu_{p}, \mu_{3}:=\mu_{e}, \mu_{4}:=\mu_{b_{i}}, \\
& \mu_{5}:=\mu_{p_{i}}, \mu_{6}:=\mu_{v_{8}}, \hat{\mu}_{5}:=\hat{\mu}_{p_{i}}, \mu_{7}:=\mu_{k}
\end{aligned}
$$

Denote by $\mathbb{R}_{+}^{7}$ the set of points

$$
\begin{equation*}
x_{t}=\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}, x_{7}\right) \in \mathbb{R}^{7} \tag{8}
\end{equation*}
$$

with positive coordinates and consider the system with initial values

$$
\begin{equation*}
x^{0}=\left(x_{0}^{1}, x_{0}^{2}, x_{0}^{3}, x_{0}^{4}, x_{0}^{5}, x_{0}^{6}, x_{0}^{7}\right) \in \mathbb{R}_{+}^{7} \tag{9}
\end{equation*}
$$

Lemma 1 Let $x_{0}^{i} \geq 0, i=1,2,3, \cdots, 7$. Then the solution $x_{t} \in \mathbb{R}_{+}^{7}$ for all $t>0$ in the region

$$
\Gamma^{7}=\left\{\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}, x_{7}\right) \mid x_{i} \in \mathbb{R} \forall i, i=1,2,3, \cdots, 7\right\} \subseteq \mathbb{R}^{7} .
$$

The systems (1)-(7) can be rewritten in terms of two sub-systems as follows:

## Susceptible States

$$
\begin{align*}
& \dot{x}_{1}=S_{1}-\mu_{1} x_{1}-\beta_{1} x_{1} x_{6}  \tag{10}\\
& \dot{x}_{2}=S_{2}-\mu_{2} x_{2}-\beta_{3} x_{2} x_{6}  \tag{11}\\
& \dot{x}_{3}=r x_{3} x_{4}-\mu_{3} x_{3} \tag{12}
\end{align*}
$$

## Infected States

$$
\begin{align*}
& \dot{x}_{4}=\beta_{1} x_{1} x_{6}-\mu_{4} x_{4}-\beta_{2} x_{3} x_{4}  \tag{13}\\
& \dot{x}_{5}=\beta_{3} x_{2} x_{6}-\mu_{5} x_{5}-\beta_{4} x_{3} x_{5}  \tag{14}\\
& \dot{x}_{6}=N \mu_{4} x_{4}-\beta_{1} x_{1} x_{6}-\beta_{3} x_{2} x_{6}-\mu_{6} x_{6}  \tag{15}\\
& \dot{x}_{7}=\hat{\mu}_{5} x_{5}-\mu_{7} x_{7} \tag{16}
\end{align*}
$$

Proof. The system with Equations (10)-(12) can be written as a system of differential inequalities

$$
\begin{equation*}
\frac{\mathrm{d} x_{i}}{\mathrm{~d} t} \geq\left(A_{i}-\sum_{j=1}^{7} B_{i j} x_{j}\right) x_{i}+S_{i} \tag{17}
\end{equation*}
$$

where $B_{i j} \geq 0, \quad S=\left(\begin{array}{lll}S_{1} & S_{2} & S_{3}(t)\end{array}\right)^{\mathrm{T}}>\left(\begin{array}{lll}0 & 0 & 0\end{array}\right)^{\mathrm{T}}$.
Suppose the assertion $x_{i}(t) \geq 0, i=1,2,3$ is not true. Then there exists a smallest number $t_{0}$, such that

$$
\begin{gathered}
x_{i}(t)>0 \text { for } 1 \leq i \leq 3,0 \leq t \leq t_{0} \\
x_{i}\left(t_{0}\right)=0 \text { for at least one } i \text {, say } i_{0} .
\end{gathered}
$$

Then, $x_{i_{0}}$ is a decreasing function and

$$
\frac{\mathrm{d} x_{i_{0}}\left(t_{0}\right)}{\mathrm{d} t} \leq 0 .
$$

From the differential inequality (17) for $x_{i_{0}}(t)$ we get

$$
\frac{\mathrm{d} x_{i_{0}}\left(t_{0}\right)}{\mathrm{d} t} \geq \pi_{i}>0
$$

which is a contradiction.
Hence, if $x_{i}(0) \geq 0, i=1,2,3$ then, $x_{i}(t) \geq 0$ for all $t>0, i=1,2,3$.
The system with equations (13)-(16) representing the infected states can be written in matrix form as

$$
\begin{equation*}
\dot{Y}(t)=M Y \tag{18}
\end{equation*}
$$

where

$$
\begin{gather*}
Y=\left[\begin{array}{llll}
x_{4} & x_{5} & x_{6} & x_{7}
\end{array}\right]^{\mathrm{T}}  \tag{19}\\
M=\left[\begin{array}{cccc}
-\left(\mu_{4}+\beta_{2} x_{3}\right) & 0 & \beta_{1} x_{1} & 0 \\
0 & -\left(\mu_{5}+\beta_{4} x_{3}\right) & \beta_{3} x_{2} & 0 \\
N \mu_{4} & 0 & -\left(\mu_{6}+\beta_{1} x_{1}+\beta_{3} x_{2}\right) & 0 \\
0 & \hat{\mu}_{5} & 0 & -\mu_{7}
\end{array}\right] \tag{20}
\end{gather*}
$$

$M$ is a Mertzler matrix. Hence, the infected states $x_{i}(t) \geq 0, i=4,5,6,7$.

### 2.1.2. Boundedness of Solutions

We already have a lower bound given by the above lemma 1 for the solutions of model (10)-(16) with nonnegative initial values. We now show that the solutions are bounded from above.

We denote by $C_{b}(I)$ the set of all continuous and bounded functions defined on the interval $I$ taking values in $\mathbb{R}^{7}$.

Lemma 2 Let $\varphi:[0, \infty) \rightarrow \mathbb{R}^{7}$ be a solution of system (10)-(12). If $\varphi(0) \in \mathbb{R}_{+}^{7}$, then $\varphi \in C_{b}[0, \infty)$.

Proof. Because of Lemma 1, it only remains to prove the existence of an upper bound to the nonnegative solutions of system (10)-(16). Let $y_{1}(t)=x_{1}(t)+x_{4}(t)$ be the total concentration of the B cells. Then,

$$
\begin{align*}
\dot{y}_{1}(t) & =\dot{x}_{1}(t)+\dot{x}_{4}(t) \\
& =S_{1}-\beta_{1} x_{1} x_{6}-\mu_{1} x_{1}+\beta_{1} x_{1} x_{6}-\mu_{4} x_{4}-\beta_{2} x_{3} x_{4} \\
& <S_{1}-\mu_{1} x_{1}-\mu_{4} x_{4}  \tag{21}\\
& \leq S_{1}-d_{1} y_{1}(t), \text { where } d_{1}=\min \left\{\mu_{1}, \mu_{4}\right\} \\
& \Rightarrow y_{1}(t) \leq y_{1}(0)+\frac{S_{1}}{d_{1}}=M_{1} .
\end{align*}
$$

Let $y_{2}(t)=x_{2}(t)+x_{5}(t)$ be the total concentration of the progenitor cells. Then,

$$
\begin{align*}
\dot{y}_{2}(t) & =\dot{x}_{2}(t)+\dot{x}_{5}(t) \\
& =S_{2}-\beta_{3} x_{2} x_{6}-\mu_{2} x_{2}+\beta_{3} x_{2} x_{6}-\mu_{5} x_{5}-\beta_{4} x_{3} x_{5} \\
& \leq S_{2}-\mu_{2} x_{2}-\mu_{5} x_{5}  \tag{22}\\
& \leq S_{2}-d_{2} y_{2}(t), \text { where } d_{2}=\min \left\{\mu_{2}, \mu_{5}\right\} \\
& \Rightarrow y_{2}(t) \leq y_{2}(0)+\frac{S_{2}}{d_{2}}=M_{2} .
\end{align*}
$$

For the KS cells,

$$
\begin{align*}
\dot{x}_{7} & =\hat{\mu}_{5} x_{5}(t)-\mu_{7} x_{7} \leq \hat{\mu}_{5} M_{2}-\mu_{7} x_{7} \\
& \Rightarrow x_{7}(t) \leq x_{7}(0)+\frac{\hat{\mu}_{5} M_{2}}{\mu_{7}}=M_{3} . \tag{23}
\end{align*}
$$

We now consider the HHV-8 dynamics equation,

$$
\begin{align*}
\dot{x}_{6} & =N \mu_{4} x_{4}-\beta_{1} x_{1} x_{6}-\beta_{3} x_{2} x_{6}-\mu_{6} x_{6} \leq N \mu_{4} M_{1}-\mu_{6} x_{6} \\
& \Rightarrow x_{6}(t) \leq M_{4}, \text { where } M_{4}=x_{6}(0)+\frac{N \mu_{4} M_{1}}{\mu_{6}} . \tag{24}
\end{align*}
$$

For the HHV-8 specific effector cells, $x_{3}$, we argue as follows:

$$
\begin{align*}
& \dot{x}_{3}(t) \leq\left(r M_{1}-\mu_{3}\right) x_{3}, \mu_{3}<r M_{1},  \tag{25}\\
& \Rightarrow 0<x_{3}(t)<\infty .
\end{align*}
$$

### 2.2. Equilibria

To find the steady states of the model system (10)-(16), we set each differential
equation to solve and solve the resulting system simultaneously from which we obtain three equilibria. These are virus free equilibrium, $\varepsilon^{0}$, immune absent equilibrium, $\varepsilon^{*}$ and the endemic equilibrium $\varepsilon^{* *}$ in which are the coordinates are strictly positive.

$$
\begin{align*}
& \varepsilon^{0}=\left(x_{1}^{0}, x_{2}^{0}, x_{3}^{0}, x_{4}^{0}, x_{5}^{0}, x_{6}^{0}, x_{7}^{0}\right) \\
& \text { where } x_{1}^{0}=\frac{S_{1}}{\mu_{1}}, x_{2}^{0}=\frac{S_{2}}{\mu_{2}}, x_{i}^{0}=0, i=3,4,5,6,7 \tag{26}
\end{align*}
$$

### 2.2.1. Derivation of the Basic Reproduction Number, $\mathcal{R}_{0}$

The method of Castillo-Chavez et al. [13] is used to compute the reproductive number for the model (10)-(16) and representing the total number of newly infected $B$ cells arising out of one infected $B$ cell.

Heterogeneity is defined using groups defined by fixed characteristics:

$$
\left\{\begin{array}{l}
\frac{\mathrm{d} X}{\mathrm{~d} t}=f(X, Y, Z)  \tag{27}\\
\frac{\mathrm{d} Y}{\mathrm{~d} t}=g(X, Y, Z) \\
\frac{\mathrm{d} Z}{\mathrm{~d} t}=h(X, Y, Z)
\end{array}\right.
$$

where $X \in \mathbb{R}^{3}, Y \in \mathbb{R}^{3}, Z \in \mathbb{R}$, and $h(X, 0,0)=0$. Assuming that $g\left(X^{*}, Y, Z\right)=0$ implicitly determines a function $Y=\tilde{g}\left(X^{*}, Z\right)$. Let $A=D_{Z} h\left(X^{*}, \tilde{g}\left(X^{*}, 0\right), 0\right)$ and further assume that $A$ can be written in the form $A=M-D$, with $M \geq 0$ (that is $m_{i j} \geq 0$ ) and $D>0$, a diagonal matrix. The reproduction numbers are then evaluated from the matrix $M D^{-1}$.

The cell population subgroups are divided between $X$ uninfected cells, $Y$ infected cells and $Z H H V-8$. Then, $X=\left(x_{1}, x_{2}, x_{3}\right), Y=\left(x_{3}, x_{4}, x_{7}\right)$ and $Z=x_{6}$.

Let $U_{0}=\left(X^{*}, 0,0\right)$ denote the virus free equilibrium, that is, $f\left(X^{*}, 0,0\right)=g\left(X^{*}, 0,0\right)=h\left(X^{*}, 0,0\right)=0$ and $Y=\tilde{g}\left(X^{*}, Z\right)$, where

$$
\begin{equation*}
\tilde{g}\left(X^{*}, Z\right)=\binom{\frac{\beta_{1} S_{1} x_{6}}{\mu_{1} \mu_{4}}}{\frac{\hat{\mu}_{5} x_{5}}{\mu_{7}}} \tag{28}
\end{equation*}
$$

Computing $A=D_{Z} h\left(X^{*}, \tilde{g}\left(X^{*}, 0\right), 0\right)$ gives

$$
\left\{\begin{array}{l}
M=\frac{N \beta_{1} S_{1}}{\mu_{1}}  \tag{29}\\
D=\frac{\mu_{1} \mu_{2} \mu_{6}+\beta_{1} S_{1} \mu_{2}+\beta_{3} S_{2} \mu_{1}}{\mu_{1} \mu_{2}}
\end{array}\right.
$$

Therefore,

$$
\begin{equation*}
\mathcal{R}_{0}=\frac{N \mu_{2} \beta_{1} S_{1}}{\mu_{1} \mu_{2} \mu_{6}+\beta_{1} S_{1} \mu_{2}+\beta_{3} S_{2} \mu_{1}} \tag{30}
\end{equation*}
$$

Let us now determine respectively, the immune absent and infection persistent equilibria

$$
\begin{aligned}
& \text { 1) } \varepsilon^{*}=\left(x_{1}^{*}, x_{2}^{*}, x_{3}^{*}, x_{4}^{*}, x_{5}^{*}, x_{6}^{*}, x_{7}^{*}\right), \\
& \text { 2) } \varepsilon^{* *}=\left(x_{1}^{* *}, x_{2}^{* *}, x_{3}^{* *}, x_{4}^{* *}, x_{5}^{* *}, x_{6}^{* *}, x_{7}^{* *}\right)
\end{aligned}
$$

where

$$
\left\{\begin{array}{l}
x_{1}^{*}=\frac{S_{1}}{\mu_{1}+\beta_{1} x_{6}^{*}},  \tag{31}\\
x_{2}^{*}=\frac{S_{2}}{\mu_{2}+\beta_{3} x_{6}^{*}}, \\
x_{3}^{*}=0, \\
x_{4}^{*}=\frac{\beta_{1} S_{1} x_{6}^{*}}{\mu_{4}\left(\mu_{1}+\beta_{1} x_{6}^{*}\right)}, \\
x_{5}^{*}=\frac{\beta_{3} S_{2} x_{6}^{*}}{\mu_{5}\left(\mu_{2}+\beta_{3} x_{6}^{*}\right)}, \\
x_{7}^{*}=\frac{\hat{\mu}_{5} x_{5}^{*}}{\mu_{7}} .
\end{array}\right.
$$

where $x_{6}^{*}$ is a positive solution to the following quadratic equation

$$
Q_{1}\left(x_{6}\right)=A_{1} x_{6}^{2}+A_{2} x_{6}+A_{3}=0
$$

where

$$
\begin{align*}
& A_{1}=-\beta_{1} \beta_{3} \mu_{6}<0, \\
& A_{2}=N \beta_{1} \beta_{3} S_{1}-\beta_{1} \beta_{3} S_{2}-\mu_{2} \mu_{6} \beta_{1}-\mu_{1} \mu_{6} \beta_{3}-\beta_{1} \beta_{3} S_{1},  \tag{32}\\
& A_{3}=\left(\beta_{1} S_{1} \mu_{2}+\beta_{3} S_{2} \mu_{1}+\mu_{1} \mu_{2} \mu_{6}\right)\left(\mathcal{R}_{0}-1\right) . \\
& \left\{\begin{array}{l}
x_{1}^{* *}=\frac{S_{1}}{\mu_{1}+\beta_{1} x_{6}^{* *}}, \\
x_{2}^{* *}=\frac{S_{2}}{\mu_{2}+\beta_{3} x_{6}^{* *}}, \\
x_{3}^{* *}=\frac{\beta_{1}\left(r S_{1}-\mu_{3} \mu_{4}\right) x_{6}^{* *}-\mu_{1} \mu_{3} \mu_{4}}{\mu_{3} \beta_{2}\left(\mu_{1}+\beta_{1} x_{6}^{* *}\right)} \\
x_{4}^{* *}=\frac{\mu_{3}}{r}, \\
x_{5}^{* *}=\frac{\beta_{3} S_{2} x_{6}^{* *}}{\left(\mu_{5}+\beta_{4} x_{3}^{* *}\right)\left(\mu_{2}+\beta_{3} x_{6}^{* *}\right)} . \\
x_{7}^{* *}=\frac{\hat{\mu}_{5} x_{5}^{* *}}{\mu_{7}} .
\end{array}\right. \tag{33}
\end{align*}
$$

where $x_{6}^{* *}$ is a positive real solution to the following cubic equation

$$
Q_{2}\left(x_{6}\right)=B_{1} x_{6}^{3}+B_{2} x_{6}^{2}+B_{3} x_{6}+B_{4}=0,
$$

where

$$
\begin{align*}
& B_{1}=-\beta_{1} \beta_{3} r \mu_{6}<0 \\
& B_{2}=\frac{N \beta_{1} \beta_{3} \mu_{3} \mu_{4}}{r}-\beta_{1} \beta_{3} S_{2} r-\beta_{1} r \mu_{2} \mu_{6}-\beta_{2} r \mu_{1} \mu_{6}-\beta_{1} \beta_{3} S_{1} r \\
& B_{3}=\frac{N \beta_{1} \mu_{2} \mu_{3} \mu_{4}}{r}-\beta_{3} S_{2} r \mu_{1}-r \mu_{1} \mu_{2} \mu_{6}-\beta_{1} S_{1} r \mu_{2}+\frac{N \beta_{3} \mu_{1} \mu_{3} \mu_{4}}{r}  \tag{34}\\
& B_{4}=\frac{N \mu_{1} \mu_{2} \mu_{3} \mu_{4}}{r}>0
\end{align*}
$$

We need to establish the existence of a positive value of $x_{6}^{* *}$.
Note:

$$
Q_{2}(0)=B_{4}>0, \text { and } \lim _{x_{6} \rightarrow \infty} Q_{2}\left(x_{6}\right)=-\infty
$$

Due to continuity of $Q_{2}$, it follows that there exists a positive value of $x_{6}$, say, $x_{6}^{* *} \in(0, \infty)$, such that $Q_{2}\left(x_{6}^{* *}\right)=0$.

Note also that the existence of $x_{3}^{* *}$ requires that

$$
\begin{equation*}
x_{6}^{* *}>\frac{\mu_{1} \mu_{3} \mu_{4}}{\beta_{1}\left(r S_{1}-\mu_{3} \mu_{4}\right)} \text {, and if } x_{6}^{* *}=\frac{\mu_{1} \mu_{3} \mu_{4}}{\beta_{1}\left(r S_{1}-\mu_{3} \mu_{4}\right)} \text {, then } x_{3}^{* *}=0 \tag{35}
\end{equation*}
$$

and we obtain the immune absent equilibrium point, $\varepsilon^{*}$.
Lemma 3 Consider the system (10)-(16). Then immune absent equilibrium point, $\varepsilon^{*}$, exists if $\mathcal{R}_{0}>1$, and unstable otherwise.

Proof. Note that

$$
Q_{1}(0)=A_{3}>0, \text { since } \mathcal{R}_{0}>1 \text { and } \lim _{x_{6}^{*} \rightarrow \infty} Q_{1}\left(x_{6}^{*}\right)=-\infty .
$$

Hence, there exists a positive value $x_{6}^{*} \in(0,+\infty)$, such that $Q_{1}\left(x_{6}^{*}\right)=0$. In particular,

$$
x_{6}^{*}=\frac{-A_{2}-\sqrt{A_{2}^{2}-4 A_{1} A_{3}}}{2 A_{1}}>0
$$

However, if $\mathcal{R}_{0}=1$, then $x_{6}^{*}=0$ is a root and we get the virus free equilibrium, $\varepsilon^{0}$.

And if $\mathcal{R}_{0}<1$, then $Q_{1}\left(x_{6}^{*}\right)<0, \forall x_{6}^{*}>0$.

## 3. Stability Analysis of Virus Free Equilibrium Point, $\varepsilon^{0}$

### 3.1. Local Stability of Virus Free Equilibrium Point, $\varepsilon^{0}$

Theorem 1 For system (10)-(16), if $\mathcal{R}_{0}<1$, then the virus free equilibrium, $\varepsilon^{0}$, is locally asymptotically stable and unstable otherwise.

Proof. Consider the Jacobian matrix, $J\left(\varepsilon^{0}\right)$, evaluated at $\varepsilon^{0}$, of the system (10)-(16).

$$
J\left(\varepsilon^{0}\right)=\left(\begin{array}{ccccccc}
-\mu_{1} & 0 & 0 & 0 & 0 & -\beta_{1} x_{1}^{0} & 0  \tag{36}\\
0 & -\mu_{2} & 0 & 0 & 0 & -\beta_{3} x_{2}^{0} & 0 \\
0 & 0 & -\mu_{3} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -\mu_{4} & 0 & \beta_{1} x_{1}^{0} & 0 \\
0 & 0 & 0 & 0 & -\mu_{5} & \beta_{3} x_{2}^{0} & 0 \\
0 & 0 & 0 & N \mu_{4} & 0 & -\left(\mu_{6}+\beta_{1} x_{1}^{0}+\beta_{3} x_{2}^{0}\right) & 0 \\
0 & 0 & 0 & 0 & \hat{\mu}_{5} & 0 & -\mu_{7}
\end{array}\right)
$$

The corresponding characteristic equation has the following eigenvalues

$$
\lambda_{1}=-\mu_{1}, \lambda_{2}=-\mu_{2}, \lambda_{3}=-\mu_{3}, \lambda_{4}=-\mu_{7}
$$

and the other three eigenvalues are obtained from the following reduced matrix, $J_{1}$

$$
J_{1}=\left(\begin{array}{ccc}
-\mu_{1} & 0 & \beta_{1} x_{1}^{0}  \tag{37}\\
0 & -\mu_{5} & \beta_{3} x_{2}^{0} \\
N \mu_{4} & 0 & -\left(\mu_{6}+\beta_{1} x_{1}^{0}+\beta_{3} x_{2}^{0}\right)
\end{array}\right)
$$

From (37), we obtain the characteristic equation and investigate the nature of the roots (or eigenvalues).

$$
\begin{equation*}
f(\lambda)=\lambda^{3}+B_{1} \lambda^{2}+B_{2} \lambda+B_{3}=0, \tag{38}
\end{equation*}
$$

where

$$
\begin{aligned}
& B_{1}=\mu_{4}+\mu_{5}+\mu_{6}+\frac{\beta_{1} S_{1}}{\mu_{1}}+\frac{\beta_{3} S_{2}}{\mu_{2}}>0, \\
& B_{2}= \\
& \quad \mu_{5}\left(\mu_{4}+\mu_{6}+\frac{\beta_{1} S_{1}}{\mu_{1}}+\frac{\beta_{3} S_{2}}{\mu_{2}}\right)+\mu_{4}\left(\mu_{6}+\frac{\beta_{1} S_{1}}{\mu_{1}}+\frac{\beta_{3} S_{2}}{\mu_{2}}\right)\left[1-\mathcal{R}_{0}\right] \\
& B_{3}= \\
& \mu_{4} \mu_{5} \mu_{6}+\beta_{1} \mu_{4} \mu_{5} x_{1}^{0}+\beta_{3} \mu_{4} \mu_{5} x_{2}^{0}-N \beta_{1} \mu_{4} \mu_{5} x_{1}^{0} \\
& =\frac{\mu_{4} \mu_{5}}{N \beta_{1} \mu_{2} S_{2}} \mathcal{R}_{0}^{2}\left[\frac{1}{\mathcal{R}_{0}}-1\right]>0, \text { since } \mathcal{R}_{0}<1 . \\
& \begin{aligned}
B_{1} B_{2}-B_{3}= & \left(\mu_{4}+\mu_{5}+\mu_{6}+\beta_{1} x_{1}^{0}+\beta_{3} x_{2}^{0}\right)\left(\mu_{4} \mu_{5}+\mu_{4} \mu_{6}+\mu_{5} \mu_{6}+\beta_{1} \mu_{4} x_{1}^{0}\right. \\
& \left.+\beta_{1} \mu_{5} x_{1}^{0}+\beta_{3} \mu_{4} x_{2}^{0}+\beta_{3} \mu_{5} x_{2}^{0}-N \beta_{1} \mu_{4} x_{1}^{0}\right) \\
& \quad-\mu_{4} \mu_{5} \mu_{6}-\beta_{1} \mu_{4} \mu_{5} x_{1}^{0}-\beta_{3} \mu_{4} \mu_{5} x_{2}^{0}+N \beta_{1} \mu_{4} \mu_{5} x_{1}^{0} \\
= & \left(\mu_{4}+\mu_{6}+\frac{\beta_{1} S_{1}}{\mu_{1}}+\frac{\beta_{3} S_{2}}{\mu_{2}}\right)\left(\mu_{4} \mu_{5}+\mu_{5} \mu_{6}+\mu_{5}^{2}+\frac{\beta_{1} S_{1} \mu_{5}}{\mu_{1}}\right. \\
& \left.+\frac{\beta_{3} S_{2} \mu_{5}}{\mu_{2}}+\mu_{4}\left(\mu_{6}+\frac{\beta_{1} S_{1}}{\mu_{1}}+\frac{\beta_{3} S_{2}}{\mu_{2}}\right)\left[1-\mathcal{R}_{0}\right]\right)
\end{aligned}
\end{aligned}
$$

$$
\begin{equation*}
>0 \tag{39}
\end{equation*}
$$

Based on Hurwtz criterion, all roots of (38) have the negative real parts. Thus, if $\mathcal{R}_{0}<1$, the virus free equilibrium $\varepsilon^{0}$, is locally asymptotically stable.

If

$$
\begin{equation*}
\mathcal{R}_{0}>1, \text { let } f(\lambda)=\lambda^{3}+B_{1} \lambda^{2}+B_{2} \lambda+B_{3} \tag{40}
\end{equation*}
$$

then it is obvious that

$$
\begin{equation*}
f(0)=B_{3}<0, \lim _{\lambda \rightarrow+\infty} f(\lambda)=\infty . \tag{41}
\end{equation*}
$$

Hence, there must exist a $\lambda_{0}>0$ such that $f\left(\lambda_{0}\right)=0$. This shows that equation (38) has at least one root with positive real part. Thus, if $\mathcal{R}_{0}>1$, the virus free equilibrium $\varepsilon^{0}$ is unstable.

### 3.2. Global Stability of the Virus Free Equilibrium, $\varepsilon^{0}$

Theorem 2 For the system (10)-(16), if $\mathcal{R}_{0} \leq \frac{\beta_{1} S_{1} \mu_{2}}{\beta_{1} S_{1} \mu_{2}+\beta_{3} S_{2} \mu_{1}}<1$, then $\varepsilon^{0}$ is globally asymptomatically stable (GAS).

Proof. Define the Lyapunov function

$$
\begin{align*}
V_{0}= & x_{1}^{0}\left(\frac{x_{1}}{x_{1}^{0}}-1-\ln \frac{x_{1}}{x_{1}^{0}}\right)+x_{2}^{0}\left(\frac{x_{2}}{x_{2}^{0}}-1-\ln \frac{x_{2}}{x_{2}^{0}}\right)+\frac{N \beta_{2}}{r(N-1)} x_{3}  \tag{42}\\
& +\frac{N}{N-1} x_{4}+\frac{N}{N-1} x_{5}+\frac{1}{N-1} x_{6}+\frac{N \mu_{5}}{\hat{\mu}_{5}(N-1)} x_{7},
\end{align*}
$$

Differentiating along the solutions of system (10)-(16), we get

$$
\begin{align*}
\dot{V}_{0}= & \left(1-\frac{x_{1}^{0}}{x_{1}}\right) \dot{x}_{1}+\left(1-\frac{x_{2}^{0}}{x_{2}}\right) \dot{x}_{2}+\frac{N \beta_{1}}{r(N-1)} \dot{x}_{3}+\frac{N}{N-1} \dot{x}_{4} \\
& +\frac{N}{N-1} \dot{x}_{5}+\frac{1}{N-1} \dot{x}_{6}+\frac{N \mu_{5}}{\hat{\mu}_{5}(N-1)} \dot{x}_{7} \\
= & \left(1-\frac{x_{1}^{0}}{x_{1}}\right)\left[S_{1}-\beta_{1} x_{1} x_{6}-\mu_{1} x_{1}\right]+\left(1-\frac{x_{2}^{0}}{x_{2}}\right)\left[S_{2}-\beta_{3} x_{2} x_{6}-\mu_{2} x_{2}\right]  \tag{43}\\
& +\frac{N \beta_{2}}{r(N-1)}\left[r x_{3} x_{4}-\mu_{3} x_{3}\right]+\frac{N}{N-1}\left[\beta_{1} x_{1} x_{6}-\beta_{2} x_{3} x_{4}-\mu_{4} x_{4}\right] \\
& +\frac{N}{N-1}\left[\beta_{3} x_{2} x_{6}-\beta_{4} x_{3} x_{5}-\mu_{5} x_{5}\right] \\
& +\frac{1}{N-1}\left[N \mu_{4} x_{4}-\beta_{1} x_{1} x_{6}-\beta_{3} x_{2} x_{6}-\mu_{6} x_{6}\right]+\frac{N \mu_{5}}{\hat{\mu}_{5}(N-1)}\left[\hat{\mu}_{5} x_{5}-\mu_{7} x_{7}\right] .
\end{align*}
$$

Applying $S_{1}=\mu_{1} x_{1}^{0}$ and $S_{2}=\mu_{2} x_{2}^{0}$, we obtain

$$
\begin{aligned}
\dot{V}_{0}= & \mu_{1} x_{1}^{0}\left(2-\frac{x_{1}^{0}}{x_{1}}-\frac{x_{1}}{x_{1}^{0}}\right)+\mu_{2} x_{2}^{0}\left(2-\frac{x_{2}^{0}}{x_{2}}-\frac{x_{2}}{x_{2}^{0}}\right)-\frac{N \beta_{2} \mu_{3}}{r(N-1)} x_{3}-\frac{N}{N-1} \beta_{4} x_{3} x_{5} \\
& -\frac{N \mu_{5} \mu_{7}}{\hat{\mu}_{5}(N-1)} x_{7}+\frac{\beta_{1} S_{1} \mu_{2}+\beta_{3} S_{2} \mu_{1}+\mu_{1} \mu_{2} \mu_{6}}{\mu_{1} \mu_{2}(N-1)}\left[\left(1+\frac{\beta_{3} S_{2} \mu_{1}}{\beta_{1} S_{1} \mu_{2}}\right) \mathcal{R}_{0}-1\right] x_{6}
\end{aligned}
$$

$$
\leq 0 .
$$

Since the arithmetic mean is greater than or equal to the geometric mean, $2-\frac{x_{i}^{0}}{x_{i}}-\frac{x_{i}}{x_{i}^{0}} \leq 0, i=1,2$ And the global stability follows from the LaSalle's invariance principle [14].
4. Stability Analysis of Immune Absent Equilibrium Point, $\varepsilon^{*}$

### 4.1. Local Stability of Immune Absent Equilibrium Point, $\varepsilon^{*}$

Theorem 3 For system (10)-(16), if $x_{1}^{*} \leq \frac{\mu_{6}}{\beta_{1}(N-1)}$ and $x_{4}^{*}<\frac{\mu_{3}}{r}$, then the immune absent equilibrium point, $\varepsilon^{*}$, is locally asymptotically stable and unstable otherwise.

Proof. Consider the Jacobian matrix, $J\left(\varepsilon^{*}\right)$, evaluated at $\varepsilon^{*}$, of the system (10)-(16).

$$
J\left(\varepsilon^{*}\right)=\left(\begin{array}{ccccccc}
-\left(\mu_{1}+\beta_{1} x_{6}^{*}\right) & 0 & 0 & 0 & 0 & -\beta_{1} x_{1}^{*} & 0  \tag{45}\\
0 & -\left(\mu_{2}+\beta_{3} x_{6}^{*}\right) & 0 & 0 & 0 & -\beta_{3} x_{2}^{*} & 0 \\
0 & 0 & -\left(\mu_{3}-r x_{4}^{*}\right) & 0 & 0 & 0 & 0 \\
\beta_{1} x_{6}^{*} & 0 & -\beta_{1} x_{4}^{*} & -\mu_{4} & 0 & \beta_{1} x_{1}^{*} & 0 \\
0 & \beta_{3} x_{6}^{*} & -\beta_{4} x_{5}^{*} & 0 & -\mu_{5} & \beta_{3} x_{2}^{*} & 0 \\
-\beta_{1} x_{6}^{*} & -\beta_{3} x_{6}^{*} & 0 & N \mu_{4} & 0 & -\left(\mu_{6}+\beta_{1} x_{1}^{*}+\beta_{3} x_{2}^{*}\right) & 0 \\
0 & 0 & 0 & 0 & \hat{\mu}_{5} & 0 & -\mu_{7}
\end{array}\right)
$$

The corresponding characteristic equation has the following eigenvalues

$$
\lambda_{1}=-\mu_{5}, \lambda_{2}=-\left(\mu_{3}-r x_{4}^{*}\right), \lambda_{3}=-\mu_{7}
$$

and the other four eigenvalues are obtained from the following reduced matrix, $J_{2}$

$$
J_{2}=\left(\begin{array}{cccc}
-\left(\mu_{1}+\beta_{1} x_{6}^{*}\right) & 0 & 0 & -\beta_{1} x_{1}^{*}  \tag{46}\\
0 & -\left(\mu_{2}+\beta_{3} x_{6}^{*}\right) & 0 & -\beta_{3} x_{2}^{*} \\
\beta_{1} x_{6}^{*} & 0 & -\mu_{4} & \beta_{1} x_{1}^{*} \\
-\beta_{1} x_{6}^{*} & -\beta_{3} x_{6}^{*} & N \mu_{4} & -\left(\mu_{6}+\beta_{1} x_{1}^{*}+\beta_{3} x_{2}^{*}\right)
\end{array}\right)
$$

From (45), we obtain the characteristic equation and investigate the nature of the roots (or eigenvalues).

$$
\begin{equation*}
G(\lambda)=\lambda^{4}+C_{1} \lambda^{3}+C_{2} \lambda^{2}+C_{3} \lambda+C_{4}=0 \tag{47}
\end{equation*}
$$

where

$$
\begin{align*}
& C_{1}=\mu_{1}+\mu_{2}+\mu_{4}+\mu_{6}+\beta_{1} x_{1}^{*}+\beta_{3} x_{2}^{*}+\beta_{1} x_{6}^{*}+\beta_{3} x_{6}^{*}>0, \\
& C_{2}=\mu_{1} \mu_{2}+\mu_{1} \mu_{4}+\mu_{2} \mu_{4}+\mu_{1} \mu_{6}+\mu_{2} \mu_{6}+\mu_{4} \mu_{6}+\beta_{1} \mu_{1} x_{1}^{*}+\beta_{1} \mu_{2} x_{1}^{*}+\beta_{1} \mu_{4} x_{1}^{*}+\beta_{3} \mu_{1} x_{2}^{*}+\beta_{3} \mu_{2} x_{2}^{*}+\beta_{1} \mu_{2} x_{6}^{*}+\beta_{3} \mu_{4} x_{2}^{*} \\
& +\beta_{3} \mu_{1} x_{6}^{*}+\beta_{1} \mu_{4} x_{6}^{*}+\beta_{1} \mu_{6} x_{6}^{*}+\beta_{3} \mu_{4} x_{6}^{*}+\beta_{3} \mu_{6} x_{6}^{*}+\beta_{1} \beta_{3} x_{6}^{* 2}+\beta_{1} \beta_{3} x_{1}^{*} x_{6}^{*}+\beta_{1} \beta_{3} x_{2}^{*} x_{6}^{*}-N \beta_{1} \mu_{4} x_{1}^{*} \\
& =\mu_{1} \mu_{2}+\mu_{1} \mu_{4}+\mu_{2} \mu_{4}+\mu_{1} \mu_{6}+\mu_{2} \mu_{6}+\beta_{1} \mu_{1} x_{1}^{*}+\beta_{1} \mu_{2} x_{1}^{*}+\beta_{3} \mu_{1} x_{2}^{*}+\beta_{3} \mu_{2} x_{2}^{*}+\beta_{1} \mu_{2} x_{6}^{*}+\beta_{3} \mu_{1} x_{6}^{*}+\beta_{1} \mu_{4} x_{6}^{*} \\
& +\beta_{1} \mu_{6} x_{6}^{*}+\beta_{1} \mu_{4} x_{6}^{*}+\beta_{3} \mu_{6} x_{6}^{*}+\beta_{1} \beta_{3} x_{6}^{* 2}+\beta_{1} \beta_{3} x_{1}^{*} x_{6}^{8}+\beta_{1} \beta_{3} x_{2}^{*} x_{6}^{*}>0 . \\
& C_{3}=\mu_{1} \mu_{2} \mu_{4}+\mu_{1} \mu_{2} \mu_{6}+\mu_{1} \mu_{4} \mu_{6}+\mu_{2} \mu_{4} \mu_{6}+\beta_{1} \mu_{1} \mu_{2} x_{1}^{*}+\beta_{1} \mu_{1} \mu_{4} x_{1}^{*}+\beta_{1} \mu_{2} \mu_{4} x_{1}^{*}+\beta_{3} \mu_{1} \mu_{2} x_{2}^{*}+\beta_{3} \mu_{1} \mu_{4} x_{2}^{*}+\beta_{3} \mu_{2} \mu_{4} x_{2}^{*} \\
& +\beta_{1} \mu_{2} \mu_{4} x_{6}^{*}+\beta_{3} \mu_{1} \mu_{4} x_{6}^{*}+\beta_{1} \mu_{2} \mu_{6} x_{6}^{*}+\beta_{3} \mu_{1} \mu_{6} x_{6}^{*}+\beta_{1} \mu_{4} \mu_{6} x_{6}^{*}+\beta_{3} \mu_{4} \mu_{6} x_{6}^{*}+\beta_{1} \beta_{3} \mu_{4} x_{6}^{* 2}+\beta_{1} \beta_{3} \mu_{6} x_{6}^{* 2}-N \beta_{1} \mu_{1} \mu_{4} x_{1}^{*} \\
& -N \beta_{1} \mu_{2} \mu_{4} x_{1}^{*}+\beta_{1} \beta_{3} \mu_{1} x_{1}^{*} x_{6}^{*}+\beta_{1} \beta_{3} \mu_{2} x_{2}^{*} x_{6}^{*}+\beta_{1} \beta_{3} \mu_{4} x_{1}^{*} x_{6}^{*}+\beta_{1} \beta_{3} \mu_{4} x_{2}^{*} x_{6}^{*}-N \beta_{1} \beta_{3} \mu_{4} x_{1}^{*} x_{6}^{*} \\
& =\mu_{1} \mu_{2} \mu_{4}+\mu_{1} \mu_{2} \mu_{6}+\beta_{1} \mu_{1} \mu_{2} x_{1}^{*}+\beta_{3} \mu_{1} \mu_{2} x_{2}^{*}+\beta_{1} \mu_{2} \mu_{4} x_{6}^{*}+\beta_{1} \mu_{1} \mu_{4} x_{6}^{*}+\beta_{1} \mu_{2} \mu_{6} x_{6}^{*}+\beta_{3} \mu_{1} \mu_{6} x_{6}^{*}+\beta_{1} \mu_{4} \mu_{6} x_{6}^{*} \\
& +\beta_{1} \beta_{3} \mu_{4} x_{6}^{* 2}+\beta_{1} \beta_{3} \mu_{6} x_{6}^{* 2}+\beta_{1} \beta_{3} \mu_{1} x_{1}^{*} x_{6}^{*}+\beta_{1} \beta_{3} \mu_{2} x_{2}^{*} x_{6}^{*}>0 . \\
& C_{4}=\mu_{1} \mu_{2} \mu_{4} \mu_{6}+\beta_{1} \mu_{1} \mu_{2} \mu_{4} x_{1}^{*}+\beta_{3} \mu_{1} \mu_{2} \mu_{4} x_{2}^{*}+\beta_{1} \mu_{2} \mu_{4} \mu_{6} x_{6}^{*}+\beta_{3} \mu_{1} \mu_{4} \mu_{6} x_{6}^{*}+\beta_{1} \beta_{3} \mu_{4} \mu_{6} x_{6}^{* 2}-N \beta_{1} \mu_{1} \mu_{2} \mu_{4} x_{1}^{*} \\
& +\beta_{1} \beta_{3} \mu_{1} \mu_{4} x_{1}^{*} x_{6}^{*}+\beta_{1} \beta_{3} \mu_{2} \mu_{4} x_{2}^{*} x_{6}^{*}-N \beta_{1} \beta_{3} \mu_{1} \mu_{4} x_{1}^{*} x_{6}^{*} \\
& =\beta_{3} \mu_{1} \mu_{4} x_{6}^{*}\left(\mu_{6}+\beta_{1} x_{1}^{*}-N \beta_{1} x_{1}^{*}\right)+\beta_{1} \beta_{3} \mu_{2} \mu_{4} x_{2}^{*} x_{6}^{*}+\beta_{1} \mu_{2} \mu_{4} \mu_{6} x_{6}^{*}+\beta_{1} \beta_{3} \mu_{4} \mu_{6} x_{6}^{* 2}>0 . \tag{48}
\end{align*}
$$

Based on Hurwitz criterion, all roots of (47) have the negative real parts. Thus, the immune absent equilibrium $\varepsilon^{*}$, is locally asymptotically stable.

$$
\begin{equation*}
x_{1}^{*}>\frac{\mu_{6}}{\beta_{1}(N-1)}, \text { let } G(\lambda)=\lambda^{4}+C_{1} \lambda^{3}+C_{2} \lambda^{2}+C_{3} \lambda+C_{4} \tag{49}
\end{equation*}
$$

then it is obvious that

$$
\begin{equation*}
G(0)=B_{3}<0, \lim _{\lambda \rightarrow+\infty} P(\lambda)=\infty \tag{50}
\end{equation*}
$$

Hence, there must exist a $\lambda^{*}>0$ such that $G\left(\lambda^{*}\right)=0$. This shows that equation (47) has at least one root with positive real part.

$$
\begin{equation*}
x_{1}^{*}>\frac{\mu_{6}}{\beta_{1}(N-1)}, \tag{51}
\end{equation*}
$$

the immune absent equilibrium point $\varepsilon^{*}$ is unstable.

### 4.2. Global Stability of the Immune Absent Equilibrium Point, $\varepsilon^{*}$

In the ensuing proof we neglect the loss of HHV-8 virions due to the infection process of both the healthy B and progenitor cells.

Theorem 4 For the system (10)-(16), if $\mathcal{R}_{0}>1$, then the immune absent steady state, $\varepsilon^{*}$, is GAS.

Proof. Consider the Lyapunov function, $V_{1}$, defined by

$$
\begin{equation*}
V_{1}=\left(x_{1}-x_{1}^{*}-x_{1}^{*} \ln \frac{x_{1}}{x_{1}^{*}}\right)+\left(x_{4}-x_{4}^{*}-x_{4}^{*} \ln \frac{x_{4}}{x_{4}^{*}}\right)+\frac{\beta_{1} x_{1}^{*} x_{6}^{*}}{N \mu_{4} x_{4}^{*}}\left(x_{6}-x_{6}^{*}-x_{6}^{*} \ln \frac{x_{6}}{x_{6}^{*}}\right) \tag{52}
\end{equation*}
$$

Differentiating along the solutions of the system (10)-(16), we obtain

$$
\begin{equation*}
V_{1}=\left(1-\frac{x_{1}^{*}}{x_{1}}\right) \dot{x}_{1}+\left(1-\frac{x_{4}^{*}}{x_{4}}\right) \dot{x}_{4}+\frac{\beta_{1} x_{1}^{*} x_{6}^{*}}{N \mu_{4} x_{4}^{*}}\left(1-\frac{x_{6}^{*}}{x_{6}}\right) \dot{x}_{6} \tag{53}
\end{equation*}
$$

Using the relations at equilibrium point and relabeling $y_{i}=\frac{x_{i}}{x_{i}^{*}}, i=1,2, \cdots, 7$, we get

$$
\begin{align*}
V_{1}= & \mu_{1} x_{1}^{*}\left(2-y_{1}-\frac{1}{y_{1}}\right)+\beta_{1} x_{1}^{*} x_{6}^{*}\left(1-y_{1} y_{6}-\frac{1}{y_{1}}+y_{6}\right) \\
& +\beta_{1} x_{1}^{*} x_{6}^{*}\left(y_{1} y_{6}-y_{4}-\frac{y_{1} y_{6}}{y_{4}}+1\right)+\beta_{1} x_{1}^{*} x_{6}^{*}\left(y_{4}-y_{6}-\frac{y_{4}}{y_{6}}+1\right)  \tag{54}\\
= & \mu_{1} x_{1}^{*}\left(2-y_{1}-\frac{1}{y_{1}}\right)+\beta_{1} x_{1}^{*} x_{6}^{*}\left(3-\frac{1}{y_{1}}-\frac{y_{4}}{y_{6}}-\frac{y_{1} y_{6}}{y_{4}}\right)<0 .
\end{align*}
$$

Since the arithmetic mean is greater than or equal to the geometric mean, $2-y_{1}-\frac{1}{y_{1}} \leq 0$ and $3-\frac{1}{y_{1}}-\frac{y_{4}}{y_{6}}-\frac{y_{1} y_{6}}{y_{4}} \leq 0$. And the global stability follows from the LaSalle's invariance principle [14].

## 5. Stability Analysis of Infection Persistent Equilibrium Point, $\varepsilon^{* *}$

### 5.1. Local Stability of Infection Persistent Equilibrium Point, $\varepsilon^{* *}$

Theorem 5 For system (10)-(16), if $x_{4}^{* *} \leq \frac{\mu_{3}}{r}$ and $\frac{x_{1}^{* *}}{x_{3}^{* *}} \leq \frac{\mu_{6}}{N \mu_{4}}$, then the infection persistent equilibrium point, $\varepsilon^{* *}$, is locally asymptotically stable and unstable otherwise.

Proof. Consider the Jacobian matrix, $J\left(\varepsilon^{* *}\right)$, evaluated at $\varepsilon^{* *}$, of the system (10)-(16).

$$
J\left(\varepsilon^{* *}\right)=\left(\begin{array}{ccccccc}
a_{11} & 0 & 0 & 0 & 0 & -\beta_{1} x_{1}^{* *} & 0  \tag{55}\\
0 & a_{22} & 0 & 0 & 0 & -\beta_{3} x_{2}^{* *} & 0 \\
0 & 0 & a_{33} & r x_{3}^{* *} & 0 & 0 & 0 \\
\beta_{1} x_{6}^{* *} & 0 & -\beta_{2} x_{4}^{* *} & a_{44} & 0 & \beta_{1} x_{1}^{* *} & 0 \\
0 & \beta_{3} x_{6}^{* *} & -\beta_{4} x_{5}^{* *} & 0 & a_{55} & \beta_{3} x_{2}^{* *} & 0 \\
-\beta_{1} x_{6}^{* *} & -\beta_{3} x_{6}^{* *} & 0 & N \mu_{4} & 0 & a_{66} & 0 \\
0 & 0 & 0 & 0 & \hat{\mu}_{5} & 0 & -\mu_{7}
\end{array}\right)
$$

where

$$
\begin{align*}
& a_{11}=-\left(\mu_{1}+\beta_{1} x_{6}^{* *}\right), a_{22}=-\left(\mu_{2}+\beta_{3} x_{6}^{* *}\right), a_{33}=\left(r x_{4}^{* *}-\mu_{3}\right), \\
& a_{44}=-\left(\mu_{4}+\beta_{2} x_{3}^{* *}\right), a_{55}=-\left(\mu_{5}+\beta_{4} x_{3}^{* *}\right), a_{66}=-\left(\mu_{6}+\beta_{1} x_{1}^{* *}+\beta_{3} x_{2}^{* *}\right) \tag{56}
\end{align*}
$$

The corresponding characteristic equation has the following eigenvalues

$$
\lambda_{1}=-\mu_{7}, \lambda_{2}=-\left(\mu_{5}+\beta_{3} x_{3}^{* *}\right)
$$

and the other five eigenvalues are obtained from the following reduced matrix, $J_{3}$

$$
J_{3}=\left(\begin{array}{ccccc}
b_{11} & 0 & 0 & 0 & -\beta_{1} x_{1}^{* *}  \tag{57}\\
0 & b_{22} & 0 & 0 & -\beta_{3} x_{2}^{* *} \\
0 & 0 & b_{33} & r x_{3}^{* *} & 0 \\
\beta_{1} x_{6}^{* *} & 0 & -\beta_{2} x_{4}^{* *} & b_{44} & \beta_{1} x_{1}^{* *} \\
-\beta_{1} x_{6}^{* *} & -\beta_{3} x_{6}^{* *} & 0 & N \mu_{4} & b_{55}
\end{array}\right)
$$

where

$$
\begin{align*}
& b_{11}=-\left(\mu_{1}+\beta_{1} x_{6}^{* *}\right), b_{22}=-\left(\mu_{2}+\beta_{3} x_{6}^{* *}\right), b_{33}=\left(r x_{4}^{* *}-\mu_{3}\right),  \tag{58}\\
& b_{44}=-\left(\mu_{4}+\beta_{2} x_{3}^{* *}\right), b_{55}=-\left(\mu_{6}+\beta_{1} x_{1}^{* *}+\beta_{3} x_{2}^{* *}\right)
\end{align*}
$$

From (55), we obtain the following characteristic equation and investigate the nature of the roots (or eigenvalues).

$$
\begin{equation*}
H(\lambda)=\lambda^{5}+D_{1} \lambda^{4}+D_{2} \lambda^{3}+D_{3} \lambda^{2}+D_{4} \lambda+D_{5}=0 \tag{59}
\end{equation*}
$$

where

$$
\begin{align*}
D_{1}= & \mu_{1}+\mu_{2}+\mu_{3}+\mu_{4}+\mu_{5}+\beta_{1} x_{1}^{* *}+\beta_{1} x_{3}^{* *}+\beta_{3} x_{2}^{* *}+\beta_{1} x_{6}^{* *}+\beta_{3} x_{6}^{* *}-r x_{4}^{* *}>0, \\
D_{2}= & \mu_{1} \mu_{2}+\mu_{1} \mu_{3}+\mu_{1} \mu_{4}+\mu_{2} \mu_{3}+\mu_{2} \mu_{4}+\mu_{1} \mu_{6}+\mu_{3} \mu_{4}+\mu_{2} \mu_{6}+\mu_{3} \mu_{6}+\mu_{4} \mu_{6}+\beta_{1}^{2} x_{1}^{* *} x_{3}^{* *}+\beta_{1}^{2} x_{3}^{* *} x_{6}^{* *}+\beta_{1} \mu_{1} x_{1}^{* *} \\
& +\beta_{1} \mu_{2} x_{1}^{* *}+\beta_{1} \mu_{1} x_{3}^{* *}+\beta_{1} \mu_{3} x_{1}^{* *}+\beta_{1} \mu_{2} x_{3}^{* *}+\beta_{1} \mu_{4} x_{1}^{* *}+\beta_{3} \mu_{1} x_{2}^{* *}+\beta_{1} \mu_{3} x_{3}^{* *}+\beta_{3} \mu_{2} x_{2}^{* *}+\beta_{3} \mu_{3} x_{2}^{* *}+\beta_{1} \mu_{2} x_{6}^{* *} \\
& +\beta_{3} \mu_{4} x_{2}^{* *}+\beta_{1} \mu_{3} x_{6}^{* *}+\beta_{1} \mu_{6} x_{3}^{* *}+\beta_{3} \mu_{1} x_{6}^{* *}+\beta_{1} \mu_{4} x_{6}^{* *}+\beta_{3} \mu_{3} x_{6}^{* *}+\beta_{1} \mu_{6} x_{6}^{* *}+\beta_{3} \mu_{4} x_{6}^{* *}+\beta_{3} \mu_{4} x_{6}^{* *}+\beta_{3} \mu_{6} x_{6}^{* *} \\
& -r \mu_{1} x_{4}^{* *}-r \mu_{2} x_{4}^{* *}-r \mu_{4} x_{4}^{* *}-r \mu_{6} x_{4}^{* *}+\beta_{1} \beta_{3} x_{6}^{* * 2}+\beta_{1} \beta_{3} x_{2}^{* *} x_{3}^{* *}+\beta_{1} \beta_{3} x_{1}^{* *} x_{6}^{* *}+\beta_{1} \beta_{3} x_{2}^{* * *} x_{6}^{* *}+\beta_{1} \beta_{3} x_{3}^{* *} x_{6}^{* *} \\
& -\beta_{1} r x_{1}^{* *} x_{4}^{* *}-\beta_{3} r x_{2}^{* *} x_{4}^{* *}-\beta_{1} r x_{4}^{* *} x_{6}^{* *}-\beta_{3} r x_{4}^{* *} x_{6}^{* *}-N \beta_{1} \mu_{4} x_{1}^{* *} \\
= & \mu_{1} \mu_{2}+\mu_{1} \mu_{4}+\mu_{2} \mu_{4}+\mu_{1} \mu_{6}+\mu_{2} \mu_{6}+\mu_{4} \mu_{6}+\beta_{1}^{2} x_{1}^{* *} x_{3}^{* *}+\beta_{1}^{2} x_{3}^{* *} x_{6}^{* *}+\beta_{1} \mu_{1} x_{1}^{* *}+\beta_{1} \mu_{2} x_{1}^{* *}+\beta_{1} \mu_{3} x_{1}^{* *}+\beta_{1} \mu_{2} x_{3}^{* *} \\
& +\beta_{1} \mu_{4} x_{1}^{* *}+\beta_{3} \mu_{1} x_{2}^{* *}+\beta_{1} \mu_{3} x_{3}^{* *}+\beta_{3} \mu_{2} x_{2}^{* *}+\beta_{1} \mu_{2} x_{6}^{* *}+\beta_{3} \mu_{1} x_{2}^{* *}+\beta_{3} \mu_{1} x_{6}^{* *}+\beta_{1} \mu_{4} x_{6}^{* *}+\beta_{1} \mu_{6} x_{6}^{* *}+\beta_{3} \mu_{4} x_{6}^{* *} \\
& +\beta_{3} \mu_{4} x_{6}^{* *}+\beta_{3} \mu_{6} x_{6}^{* *}+\beta_{1} \beta_{3} x_{6}^{* * 2}+\beta_{1} \beta_{3} x_{2}^{* *} x_{3}^{* *}+\beta_{1} \beta_{3} x_{1}^{* *} x_{6}^{* *}+\beta_{1} \beta_{3} x_{2}^{* *} x_{6}^{* *}+\beta_{1} \beta_{3} x_{3}^{* *} x_{6}^{* *} \\
> & 0 . \tag{60}
\end{align*}
$$



```
    + }\mp@subsup{\beta}{1}{}\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{3}{}\mp@subsup{x}{1}{***}+\mp@subsup{\beta}{1}{}\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{2}{}\mp@subsup{x}{3}{**}+\mp@subsup{\beta}{1}{}\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{4}{}\mp@subsup{x}{1}{***}+\mp@subsup{\beta}{1}{}\mp@subsup{\mu}{2}{}\mp@subsup{\mu}{3}{}\mp@subsup{x}{1}{***}+\mp@subsup{\beta}{1}{}\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{3}{}\mp@subsup{x}{3}{***}+\mp@subsup{\beta}{1}{}\mp@subsup{\mu}{2}{}\mp@subsup{\mu}{4}{}\mp@subsup{x}{1}{***}+\mp@subsup{\beta}{3}{}\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{2}{}\mp@subsup{x}{2}{***}+\mp@subsup{\beta}{1}{}\mp@subsup{\mu}{2}{}\mp@subsup{\mu}{3}{}\mp@subsup{x}{3}{**
    + }\mp@subsup{\beta}{1}{}\mp@subsup{\mu}{3}{}\mp@subsup{\mu}{4}{}\mp@subsup{x}{1}{***}+\mp@subsup{\beta}{3}{}\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{3}{}\mp@subsup{x}{2}{**}+\mp@subsup{\beta}{3}{}\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{4}{}\mp@subsup{x}{2}{***}+\mp@subsup{\beta}{3}{}\mp@subsup{\mu}{2}{}\mp@subsup{\mu}{3}{}\mp@subsup{x}{2}{***}+\mp@subsup{\beta}{1}{}\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{6}{}\mp@subsup{x}{3}{**}+\mp@subsup{\beta}{3}{}\mp@subsup{\mu}{2}{}\mp@subsup{\mu}{4}{}\mp@subsup{x}{2}{**}+\mp@subsup{\beta}{1}{}\mp@subsup{\mu}{2}{}\mp@subsup{\mu}{3}{}\mp@subsup{x}{6}{***}+\mp@subsup{\beta}{1}{}\mp@subsup{\mu}{2}{}\mp@subsup{\mu}{6}{}\mp@subsup{x}{3}{**
```



```
    + }\mp@subsup{\beta}{3}{}\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{6}{}\mp@subsup{x}{6}{***}+\mp@subsup{\beta}{3}{}\mp@subsup{\mu}{3}{}\mp@subsup{\mu}{4}{}\mp@subsup{x}{6}{**}+\mp@subsup{\beta}{1}{}\mp@subsup{\mu}{4}{}\mp@subsup{\mu}{6}{}\mp@subsup{x}{6}{***}+\mp@subsup{\beta}{3}{}\mp@subsup{\mu}{3}{}\mp@subsup{\mu}{6}{}\mp@subsup{x}{6}{***}+\mp@subsup{\beta}{3}{}\mp@subsup{\mu}{4}{}\mp@subsup{\mu}{6}{}\mp@subsup{x}{6}{**}-r\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{2}{}\mp@subsup{x}{4}{**}-r\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{4}{}\mp@subsup{x}{4}{***}-r\mp@subsup{\mu}{2}{}\mp@subsup{\mu}{4}{}\mp@subsup{x}{4}{**
    -r\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{6}{}\mp@subsup{x}{4}{***}-r\mp@subsup{\mu}{2}{}\mp@subsup{\mu}{6}{}\mp@subsup{x}{4}{***}-r\mp@subsup{\mu}{4}{}\mp@subsup{\mu}{6}{}\mp@subsup{x}{4}{**}+\mp@subsup{\beta}{1}{}\mp@subsup{\beta}{3}{}\mp@subsup{\mu}{3}{}\mp@subsup{x}{6}{**2}+\mp@subsup{\beta}{1}{}\mp@subsup{\beta}{3}{}\mp@subsup{\mu}{4}{}\mp@subsup{x}{6}{**2}+\mp@subsup{\beta}{1}{*}\mp@subsup{\beta}{3}{}\mp@subsup{\mu}{6}{}\mp@subsup{x}{6}{**2}+\mp@subsup{\beta}{1}{2}\mp@subsup{\mu}{1}{}\mp@subsup{x}{1}{*******}\mp@subsup{x}{3}{**}+\mp@subsup{\beta}{1}{2}\mp@subsup{\mu}{2}{}\mp@subsup{x}{1}{*****}\mp@subsup{x}{3}{**}
```




```
    + }\mp@subsup{\beta}{1}{}\mp@subsup{\beta}{3}{}\mp@subsup{\mu}{3}{}\mp@subsup{x}{1}{*********
```





```
= \mp@subsup{\mu}{1}{}\mp@subsup{\mu}{2}{}\mp@subsup{\mu}{4}{}+\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{2}{}\mp@subsup{\mu}{6}{}+\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{4}{}\mp@subsup{\mu}{6}{}+\mp@subsup{\mu}{2}{}\mp@subsup{\mu}{4}{}\mp@subsup{\mu}{6}{}+\mp@subsup{\beta}{1}{}\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{2}{}\mp@subsup{x}{1}{***}+\mp@subsup{\beta}{1}{}\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{2}{}\mp@subsup{x}{3}{***}+\mp@subsup{\beta}{1}{}\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{4}{}\mp@subsup{x}{1}{***}+\mp@subsup{\beta}{1}{}\mp@subsup{\mu}{2}{}\mp@subsup{\mu}{3}{}\mp@subsup{x}{1}{**}+\mp@subsup{\beta}{1}{}\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{3}{}\mp@subsup{x}{3}{***}+\mp@subsup{\beta}{1}{}\mp@subsup{\mu}{2}{}\mp@subsup{\mu}{4}{}\mp@subsup{x}{1}{**}
    + }\mp@subsup{\beta}{3}{}\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{2}{}\mp@subsup{x}{2}{***}+\mp@subsup{\beta}{1}{}\mp@subsup{\mu}{2}{}\mp@subsup{\mu}{3}{}\mp@subsup{x}{3}{**}+\mp@subsup{\beta}{3}{}\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{4}{}\mp@subsup{x}{2}{***}+\mp@subsup{\beta}{3}{}\mp@subsup{\mu}{2}{}\mp@subsup{\mu}{4}{}\mp@subsup{x}{2}{***}+\mp@subsup{\beta}{1}{}\mp@subsup{\mu}{2}{}\mp@subsup{\mu}{4}{}\mp@subsup{x}{6}{***}+\mp@subsup{\beta}{3}{}\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{4}{}\mp@subsup{x}{6}{***}+\mp@subsup{\beta}{1}{}\mp@subsup{\mu}{2}{}\mp@subsup{\mu}{6}{}\mp@subsup{x}{6}{***}+\mp@subsup{\beta}{3}{}\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{6}{}\mp@subsup{x}{6}{**
    + }\mp@subsup{\beta}{1}{}\mp@subsup{\mu}{4}{}\mp@subsup{\mu}{6}{}\mp@subsup{x}{6}{***}+\mp@subsup{\beta}{3}{}\mp@subsup{\mu}{4}{}\mp@subsup{\mu}{6}{}\mp@subsup{x}{6}{***}+\mp@subsup{\beta}{1}{}\mp@subsup{\beta}{3}{}\mp@subsup{\mu}{4}{}\mp@subsup{x}{6}{**2}+\mp@subsup{\beta}{1}{}\mp@subsup{\beta}{3}{}\mp@subsup{\mu}{6}{}\mp@subsup{x}{6}{**2}+\mp@subsup{\beta}{1}{2}\mp@subsup{\mu}{1}{}\mp@subsup{x}{1}{*******}\mp@subsup{x}{3}{***}+\mp@subsup{\beta}{1}{2}\mp@subsup{\mu}{2}{}\mp@subsup{x}{1}{*******
```




```
    + }\mp@subsup{\beta}{1}{2}\mp@subsup{\beta}{3}{}\mp@subsup{x}{2}{**}\mp@subsup{x}{3}{***}\mp@subsup{x}{6}{**}+N\mp@subsup{\beta}{1}{r}\mp@subsup{\mu}{4}{}\mp@subsup{x}{1}{***}\mp@subsup{x}{4}{**
>0.
```



```
    + }\mp@subsup{\beta}{1}{}\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{2}{}\mp@subsup{\mu}{4}{}\mp@subsup{x}{1}{***}+\mp@subsup{\beta}{1}{}\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{2}{}\mp@subsup{\mu}{3}{*}\mp@subsup{x}{3}{**}+\mp@subsup{\beta}{1}{}\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{3}{}\mp@subsup{\mu}{4}{}\mp@subsup{x}{1}{***}+\mp@subsup{\beta}{1}{}\mp@subsup{\mu}{2}{}\mp@subsup{\mu}{3}{}\mp@subsup{\mu}{4}{}\mp@subsup{x}{1}{***}+\mp@subsup{\beta}{3}{}\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{2}{}\mp@subsup{\mu}{3}{}\mp@subsup{x}{2}{***}+\mp@subsup{\beta}{3}{}\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{2}{}\mp@subsup{\mu}{4}{}\mp@subsup{x}{2}{***}+\mp@subsup{\beta}{1}{}\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{2}{}\mp@subsup{\mu}{6}{}\mp@subsup{x}{3}{**
    + }\mp@subsup{\beta}{3}{}\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{3}{}\mp@subsup{\mu}{4}{}\mp@subsup{x}{2}{***}+\mp@subsup{\beta}{1}{}\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{3}{}\mp@subsup{\mu}{6}{}\mp@subsup{x}{3}{**}+\mp@subsup{\beta}{3}{}\mp@subsup{\mu}{2}{}\mp@subsup{\mu}{3}{}\mp@subsup{\mu}{4}{}\mp@subsup{x}{2}{***}+\mp@subsup{\beta}{1}{}\mp@subsup{\mu}{2}{}\mp@subsup{\mu}{3}{}\mp@subsup{\mu}{6}{}\mp@subsup{x}{3}{**}+\mp@subsup{\beta}{1}{}\mp@subsup{\mu}{2}{}\mp@subsup{\mu}{3}{}\mp@subsup{\mu}{4}{}\mp@subsup{x}{6}{***}+\mp@subsup{\beta}{3}{}\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{3}{}\mp@subsup{\mu}{4}{}\mp@subsup{x}{6}{***}+\mp@subsup{\beta}{1}{}\mp@subsup{\mu}{2}{}\mp@subsup{\mu}{3}{}\mp@subsup{\mu}{6}{}\mp@subsup{x}{6}{**
    + }\mp@subsup{\beta}{1}{}\mp@subsup{\mu}{2}{}\mp@subsup{\mu}{4}{}\mp@subsup{\mu}{6}{}\mp@subsup{x}{6}{***}+\mp@subsup{\beta}{3}{}\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{3}{}\mp@subsup{\mu}{6}{}\mp@subsup{x}{6}{***}+\mp@subsup{\beta}{1}{}\mp@subsup{\mu}{3}{}\mp@subsup{\mu}{4}{}\mp@subsup{\mu}{6}{}\mp@subsup{x}{6}{***}+\mp@subsup{\beta}{3}{}\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{4}{}\mp@subsup{\mu}{6}{}\mp@subsup{x}{6}{***}+\mp@subsup{\beta}{3}{}\mp@subsup{\mu}{3}{}\mp@subsup{\mu}{4}{}\mp@subsup{\mu}{6}{}\mp@subsup{x}{6}{***}-r\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{2}{}\mp@subsup{\mu}{4}{}\mp@subsup{x}{4}{***}-r\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{2}{}\mp@subsup{\mu}{6}{}\mp@subsup{x}{4}{***
    -r\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{4}{}\mp@subsup{\mu}{6}{}\mp@subsup{x}{4}{**}-r\mp@subsup{\mu}{2}{}\mp@subsup{\mu}{4}{}\mp@subsup{\mu}{6}{}\mp@subsup{x}{4}{**}+\mp@subsup{\beta}{1}{}\mp@subsup{\beta}{3}{}\mp@subsup{\mu}{3}{}\mp@subsup{\mu}{4}{}\mp@subsup{x}{6}{*+2}+\mp@subsup{\beta}{1}{}\mp@subsup{\beta}{3}{}\mp@subsup{\mu}{3}{}\mp@subsup{\mu}{6}{}\mp@subsup{x}{6}{**2}+\mp@subsup{\beta}{1}{}\mp@subsup{\beta}{3}{}\mp@subsup{\mu}{4}{}\mp@subsup{\mu}{6}{}\mp@subsup{x}{6}{**2}+\mp@subsup{\beta}{1}{2}\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{2}{}\mp@subsup{x}{1}{***}\mp@subsup{x}{3}{***}+\mp@subsup{\beta}{1}{2}\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{3}{}\mp@subsup{x}{1}{*****}\mp@subsup{x}{3}{**}
```



```
    - }\mp@subsup{\beta}{1}{r}\mp@subsup{\mu}{2}{}\mp@subsup{\mu}{4}{}\mp@subsup{x}{1}{******}\mp@subsup{x}{4}{**}-\mp@subsup{\beta}{3}{}r\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{2}{}\mp@subsup{x}{2}{*****}\mp@subsup{x}{4}{**}-\mp@subsup{\beta}{3}{}r\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{4}{}\mp@subsup{x}{2}{*****}\mp@subsup{x}{4}{**}-\mp@subsup{\beta}{3}{}r\mp@subsup{\mu}{2}{}\mp@subsup{\mu}{4}{}\mp@subsup{x}{2}{***}\mp@subsup{x}{4}{**}-\mp@subsup{\beta}{1}{}r\mp@subsup{\mu}{2}{}\mp@subsup{\mu}{4}{}\mp@subsup{x}{4}{**}\mp@subsup{x}{6}{***}-\mp@subsup{\beta}{3}{}r\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{4}{}\mp@subsup{x}{4}{***}\mp@subsup{x}{6}{**
    - - }r\mp@subsup{\mu}{2}{}\mp@subsup{\mu}{6}{}\mp@subsup{x}{4}{}\mp@subsup{x}{6}{}-\mp@subsup{\beta}{3}{}r\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{6}{}\mp@subsup{x}{4}{*****}\mp@subsup{x}{6}{**}-\mp@subsup{\beta}{1}{}r\mp@subsup{\mu}{4}{}\mp@subsup{\mu}{6}{}\mp@subsup{x}{4}{******
```



```
    -N }\mp@subsup{\beta}{1}{}\mp@subsup{\mu}{2}{}\mp@subsup{\mu}{3}{}\mp@subsup{\mu}{4}{}\mp@subsup{x}{1}{**+}+\mp@subsup{\beta}{1}{}\mp@subsup{\beta}{3}{}\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{2}{}\mp@subsup{x}{2}{*******
```



```
    + }\mp@subsup{\beta}{1}{}\mp@subsup{\beta}{3}{}\mp@subsup{\mu}{3}{}\mp@subsup{\mu}{6}{\prime}\mp@subsup{x}{3}{******
```




```
    + }\mp@subsup{\beta}{3}{}\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{4}{}\mp@subsup{\mu}{6}{}\mp@subsup{x}{6}{***}+\mp@subsup{\beta}{1}{}\mp@subsup{\beta}{3}{}\mp@subsup{\mu}{4}{}\mp@subsup{\mu}{6}{}\mp@subsup{x}{6}{**2}+\mp@subsup{\beta}{1}{2}\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{2}{}\mp@subsup{x}{1}{*******
```




```
    + }\mp@subsup{\beta}{1}{}\mp@subsup{\beta}{3}{}\mp@subsup{\mu}{1}{}\mp@subsup{\mu}{3}{}\mp@subsup{x}{3}{******
>0.
```

$$
\begin{align*}
& D_{5}=\mu_{1} \mu_{2} \mu_{3} \mu_{4} \mu_{6}+\beta_{1} \mu_{1} \mu_{2} \mu_{3} \mu_{4} x_{1}^{* *}+\beta_{3} \mu_{1} \mu_{2} \mu_{3} \mu_{4} x_{2}^{* *}+\beta_{1} \mu_{1} \mu_{2} \mu_{3} \mu_{6} x_{3}^{* *}+\beta_{1} \mu_{2} \mu_{3} \mu_{4} \mu_{6} x_{6}^{* *}+\beta_{3} \mu_{1} \mu_{3} \mu_{4} \mu_{6} x_{6}^{* *} \\
& -r \mu_{1} \mu_{2} \mu_{4} \mu_{6} x_{4}^{* *}+\beta_{1} \beta_{3} \mu_{3} \mu_{4} \mu_{6} x_{6}^{* * 2}+\beta_{1}^{2} \mu_{1} \mu_{2} \mu_{3} x_{1}^{* * *} x_{3}^{* *}+\beta_{1}^{2} \mu_{2} \mu_{3} \mu_{6} x_{3}^{* * *} x_{6}^{* * *}+\beta_{1}^{2} \beta_{3} \mu_{3} \mu_{6} x_{3}^{* *} x_{6}^{* * 2} \\
& -N \beta_{1} \mu_{1} \mu_{2} \mu_{3} \mu_{4} x_{1}^{* *}+\beta_{1} \beta_{3} \mu_{1} \mu_{2} \mu_{3} x_{2}^{* * *} x_{3}^{* *}+\beta_{1} \beta_{3} \mu_{1} \mu_{3} \mu_{4} x_{1}^{* * *} x_{6}^{* *}+\beta_{1} \beta_{3} \mu_{2} \mu_{3} \mu_{4} x_{2}^{* *} x_{6}^{* *}+\beta_{1} \beta_{3} \mu_{1} \mu_{3} \mu_{6} x_{3}^{* *} x_{6}^{* *} \\
& -\beta_{1} r \mu_{1} \mu_{2} \mu_{4} x_{1}^{* *} x_{4}^{* *}-\beta_{3} r \mu_{1} \mu_{2} \mu_{4} x_{2}^{* * *} x_{4}^{* *}-\beta_{1} r \mu_{2} \mu_{4} \mu_{6} x_{4}^{* * *} x_{6}^{* *}-\beta_{3} r \mu_{1} \mu_{4} \mu_{6} x_{4}^{* *} x_{6}^{* *}-\beta_{1} \beta_{3} r \mu_{4} \mu_{6} x_{4}^{* * *} x_{6}^{* *} \\
& +\beta_{1}^{2} \beta_{3} \mu_{1} \mu_{3} x_{1}^{* *} x_{3}^{* *} x_{6}^{* *}+\beta_{1}^{2} \beta_{3} \mu_{2} \mu_{3} x_{2}^{* *} x_{3}^{* *} x_{6}^{* *}-N \beta_{1} \beta_{3} \mu_{1} \mu_{3} \mu_{4} x_{1}^{* *} x_{6}^{* *}+N \beta_{1} r \mu_{1} \mu_{2} \mu_{4} x_{1}^{* *} x_{4}^{* *} \\
& -\beta_{1} \beta_{3} r \mu_{1} \mu_{4} x_{1}^{* *} x_{4}^{* * *} x_{6}^{* *}-\beta_{1} \beta_{3} r \mu_{2} \mu_{4} x_{2}^{* *} x_{4}^{* *} x_{6}^{* *}+N \beta_{1} \beta_{3} r \mu_{1} \mu_{4} x_{1}^{* * *} x_{4}^{* *} x_{6}^{* * *} . \\
& =\beta_{1}^{2} \mu_{1} \mu_{2} \mu_{3} x_{1}^{* *} x_{3}^{* *}+\beta_{1}^{2} \mu_{2} \mu_{3} \mu_{6} x_{3}^{* *} x_{6}^{* *}+\beta_{1}^{2} \beta_{3} \mu_{3} \mu_{6} x_{3}^{* *} x_{6}^{* *}+\beta_{1} \beta_{3} \mu_{1} \mu_{2} \mu_{3} x_{2}^{* *} x_{3}^{* *}+\beta_{1}^{2} \beta_{3} \mu_{1} \mu_{3} x_{1}^{* *} x_{3}^{* *} x_{6}^{* *} \\
& +\beta_{1}^{2} \beta_{3} \mu_{2} \mu_{3} x_{2}^{* *} x_{3}^{* *} x_{6}^{* *}+N \beta_{1} r \mu_{1} \mu_{2} \mu_{4} x_{1}^{* * *} x_{4}^{* *}+N \beta_{1} \beta_{3} r \mu_{1} \mu_{4} x_{1}^{* *} x_{4}^{* *} x_{6}^{* *} \\
& >0 \text {. } \tag{63}
\end{align*}
$$

Note that $D_{i}>0, i=1,2,3,4,5$.
By using the Routh-Hurwitz [15], the five roots of the characteristic equation will have negative real parts if and only if $D_{i}>0, i=1,2,3,4,5$ and $D_{1} D_{2} D_{3}>D_{3}^{2}+D_{1}^{2} D_{4}$.

One can also show that $D_{1} D_{2} D_{3}>D_{3}^{2}+D_{1}^{2} D_{4}$, so the Routh-Hurwitz criteria are always satisfied, implying that the eigenvalues are invariably negative. This means that the steady state is stable and that the infection is established chronically in an infected individual. Based on Hurwitz criterion, all roots of (59) have the negative real parts. Thus, the immune absent equilibrium $\varepsilon^{*}$, is locally asymptotically stable.

It is also evident that if $x_{4}^{* *}>\frac{\mu_{3}}{r}$, then $b_{33}>0$ and the endemic equilibrium point is unstable.

### 5.2. Global Stability of the Infection Persistent Equilibrium, $\varepsilon^{* *}$

In the ensuing proof we neglect the loss of HHV-8 virions due to the infection process of both the healthy B and progenitor cells.

Theorem 6 For the system (10)-(16), if $\mathcal{R}_{0}>1$, then the infection persistent steady state, $\varepsilon^{* *}$, is GAS.

Proof. Consider the Lyapunov function, $V_{2}$, defined by

$$
\begin{align*}
V_{2}= & \left(x_{1}-x_{1}^{* *}-x_{1}^{* *} \ln \frac{x_{1}}{x_{1}^{* *}}\right)+\frac{\beta_{2}}{r}\left(x_{3}-x_{3}^{* *}-x_{3}^{* *} \ln \frac{x_{3}}{x_{3}^{* *}}\right) \\
& +\left(x_{4}-x_{4}^{*}-x_{4}^{*} \ln \frac{x_{4}}{x_{4}^{*}}\right)+\frac{\beta_{1} x_{1}^{*} x_{6}^{*}}{N \mu_{4} x_{4}^{*}}\left(x_{6}-x_{6}^{*}-x_{6}^{*} \ln \frac{x_{6}}{x_{6}^{*}}\right) \tag{64}
\end{align*}
$$

Differentiating along the solutions of the system (10)-(16), we obtain

$$
\begin{equation*}
V_{2}=\left(1-\frac{x_{1}^{* *}}{x_{1}}\right) \dot{x}_{1}+\frac{\beta_{2}}{r}\left(1-\frac{x_{3}^{* *}}{x_{3}}\right) \dot{x}_{3}+\left(1-\frac{x_{4}^{* *}}{x_{4}}\right) \dot{x}_{4}+\frac{\beta_{1} x_{1}^{* *} x_{6}^{* *}}{N \mu_{4} x_{4}^{* *}}\left(1-\frac{x_{6}^{* *}}{x_{6}}\right) \dot{x}_{6} \tag{65}
\end{equation*}
$$

Using the relations at equilibrium point and relabeling $y_{i}=\frac{x_{i}}{x_{i}^{* *}}, i=1,2, \cdots, 7$, we get

$$
\begin{align*}
V_{1}= & \left(1-\frac{1}{y_{1}}\right)\left[\mu_{1} x_{1}^{* *}\left(1-y_{1}\right)+\beta_{1} x_{1}^{* * *} x_{6}^{* *}\left(1-y_{1} y_{6}\right)\right] \\
& +\frac{\beta_{2}}{r}\left(1-\frac{1}{y_{3}}\right)\left[r x_{3}^{* * *} x_{4}^{* *}\left(y_{3} y_{4}-y_{3}\right)\right] \\
& +\left(1-\frac{1}{y_{4}}\right)\left[\beta_{1} x_{1}^{* * *} x_{6}^{* *}\left(y_{1} y_{6}-y_{4}\right)+\beta_{2} x_{3}^{* * *} x_{4}^{* * *}\left(y_{4}-y_{3} y_{4}\right)\right]  \tag{66}\\
& +\frac{\beta_{1} x_{1}^{* *} x_{6}^{x_{6}^{* *}}}{N \mu_{4} x_{4}^{* *}}\left(1-\frac{1}{y_{6}}\right)\left[N \mu_{4} x_{4}^{* *}\left(y_{4}-y_{6}\right)\right] \\
= & \mu_{1} x_{1}^{* * *}\left(2-y_{1}-\frac{1}{y_{1}}\right)+\beta_{1} x_{1}^{* * *} x_{6}^{* * *}\left(3-\frac{1}{y_{1}}-\frac{y_{4}}{y_{6}}-\frac{y_{1} y_{6}}{y_{4}}\right)<0 .
\end{align*}
$$

Since the arithmetic mean is greater than or equal to the geometric mean, $2-y_{1}-\frac{1}{y_{1}} \leq 0$ and $3-\frac{1}{y_{1}}-\frac{y_{4}}{y_{6}}-\frac{y_{1} y_{6}}{y_{4}} \leq 0$. And the global stability follows from the LaSalle's invariance principle [14].

## 6. Numerical Simulation

We now demonstrate the existence of the virus free steady state that we observed in our mathematical analysis. The figure below depicts the dynamics when the reproduction number $\mathcal{R}_{0}=0.8403<1$.

## 7. Discussion and Conclusion

The purpose of this paper is to investigate the qualitative behaviour of a classical KS model such as positive invariance, boundedness, and global stability of steady states. The global stability of the virus free and infected steady states are established by direct Lyapunov method. The basic reproduction number $\mathcal{R}_{0}$ is obtained, and it determines the dynamics of the classical KS model. We have proved that if the basic reproduction number, $\mathcal{R}_{0}$ is greater than unity, then both the immune and infection persistent steady states are globally asymptotically stable (GAS). The immune absent equilibrium mirrors a scenario where an individual has a classical Kaposi's sarcoma but the cell mediated immunity through the CD8+ cytotoxic T lymphocytes is dysfunctional. This is a popular phenomenon among individuals suffering from chronic viral diseases.

The simulations in Figure 2 illustrate the development of classical KS. In Figure 2(a) we depict the dynamics of uninfected and infected progenitor cells for a period of 800 days. After about 250 days the infected progenitor cell population rises rapidly before it attains a steady state value after about 600 days. The progenitor cells are erroneously infected by HHV-8 and these infected cells are ones that change their morphology and become KS cells. The KS cells begin to secrete inflammatory cytokines that act on these cells in either an autocrine or paracrine manner. In Figure 2(b) we illustrate the relation between the infected progenitor cells and the KS cells. Figure 2(c) depicts the dynamics of the B cells as targets of HHV-8 infection. The uninfected B cell concentration declines to low
levels as HHV-8 infects them. The HHV-8 virion population is sustained by the infected B cell population. Most infected HHV-8 infected B cells remain latently infected and hence do not contribute to the growth of HHV-8. However, after activation, these cells undergo a lytic program in which HHV-8 is replicated which in turn contributes to the development of KS.

The simulations in Figure 3 illustrate the infection free steady state for the basic reproduction number $\mathcal{R}_{0}=0.8403$, less than a unity. In this particular case the disease fails to establish itself. Note that the infected populations decrease to zero while the healthy populations return to their original steady states, their levels, before the infection was introduced in the host.

We are convinced that if the lytic program could be disrupted then infected people could harbour the virus without ever developing the disease.


Figure 2. Population dynamics during the first 800 days with $\mathcal{R}_{0}=1.1765$. (a) Uninfected and infected progenitor cells; (b) Infected progenitor and KS cells; (c) Uninfected and infected B cells; (d) HHV-8 virions.


Figure 3. Population dynamics during the first 800 days with $\mathcal{R}_{0}=0.8403$. (a) Uninfected and infected progenitor cells; (b) Infected progenitor and KS cells; (c) Uninfected and infected B cells; (d) HHV-8 virions.
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