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ABSTRACT 

We motivate and provide proofs of Başar and Olsder’s (1995) theorems on the subject. The context is the increasing 
appreciation that the neoclassical framework is not the only model of the economy. 
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1. Introduction 

The longstanding critique of the Dynamic Stochastic 
General Equilibrium (DSGE) model has gained wide-
spread publicity as a consequence of the recent financial- 
real meltdown [1]. Of interest to us are an assumption 
and a theorem. The assumption of rational expectations is 
that agents access all available information. DSGE theo-
rems leave no room for inefficient outcomes. Some of 
the profession’s most respected scholars at the Hearings 
referred to drew attention to the weight of evidence sug-
gesting that the choice of information sets by people is a 
nontrivial matter. Secondly, an outcome might be a 
Keynes equilibrium like involuntary unemployment. A 
suite of orientations is available to incorporate these in-
sights [2,3]. 

A corollary of DSGE results is the time inconsistency 
of optimal policy. A game is played by the monetary 
authorities (MA) and the private sector. A Nash equilib-
rium in the inflation rate will exist in the present. How-
ever, in any following period, the MA has an incentive to 
generate a higher rate of inflation in order to stimulate 
activity. The gain is short term. In the long run, the econ-
omy will tend to the natural rate of unemployment with 
the higher rate of inflation. Consequently, the task is to 
remove discretion from the MA and subject monetary 
policy committees to rules. 

Although the language of differential games is used, 
the nuance of the title of the paper will not be found in 
the economics literature. We exploit the distinction to 
show, under specified conditions, that discretion is not 
inferior to rules. 

2. The Result 

The following account is drawn from [4]. The loop model 
of dynamic games allows for two possible equilibrium 
solutions. In the prior commitment mode of play, deci-

sions are made at the outset. Feedback games, on the 
other hand, are of the delayed commitment type. Each 
player waits to find out the current value of the state 
vector and then announces her action. Time inconsis-
tency might be expected in prior commitment decisions. 
In the absence of devices that tie the players’ hands in 
advance, there is an incentive for any one to recompute 
her strategy in each period based on the information that 
is forthcoming. In the macroeconomic illustrations, the 
payoff to the government (leader) by “cheating” thereby 
increases and the payoffs to members of the private sector 
(follower) fall. In what follows, therefore, we confine our-
selves to the Feedback Nash Equilibrium (FNE) Solution. 

Definition 1. A two-person discrete-time deterministic 
infinite dynamic game of fixed duration involves: 

1) An index set  1, ,K K   denoting the stages of 
the game. 

2) An infinite set X with some topological structure 
called the state space of the game to which the state of 
the game xk belongs for all . 1Kk K  

3) An infinite set  with some topological structure 
defined for each 

i
kU

Kk   and player i called the action set 
of Pi at stage k. Its elements are permissible actions  
of Pi at stage k. 

i
ku

4) A function 1 2:k k k ,f X U U X    defined for each 

Kk  , so that  1 2, , ,1k k k k kx f x u u ,k K    for some 

1x X  called the initial state of the game. The differ-
ence equation above is called the state equation of the 
dynamic game. 

5) A finite set i
k  defined for each  and player 

i as a subcollection of 
Kk 

 1 1 2 2
1 1 1 1, , ; , , ; , ,k k kx x u u u u    1 ,  

which determines the information gained and recalled by 
Pi at stage k. Specification of i

k  for all stages k char-
acterizes the information structure of Pi and the collec-
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tion over both players of their information structures is 
the information structure of the game. 

6) A set  defined for each  and player i as 
an appropriate subset of 

i
kN Kk 

     1 1 2 2
1 1 1 1 ,k kX X U U U U        1k

i
k

i

 

compatible with  is called the information space 
of Pi at stage k. 

i
k N 

7) A prespecified class  of mappings k  
which are the permissible strategies of Pi at stage k. The 
aggregate mapping 1 2

i
k

i i

:i i
k kN U 

 , , ,i i
K    

K

 is a strategy for 
Pi in the game and the class i of all such mappings i so 
that  , is the strategy space of Pi. ,i i

k k  k 
8) A functional 

    1 2 1 2 1 1
1 1 2 2:         

 R

i K KJ X U U X U U X U U
 

defined for each player i called the cost functional of Pi. 
The cost functional is said to be stage-additive if there 

exist , ( ), so that 1 2: Ri
k k kg X X U U   

K

Kk 

  1 2 1 2
1

1

, , , , ,i i
k k k k k

k
J x u u g x u u x



 
j j j

 

where            1 , , .Ku u u 
The information structures of relevance are as follows: 
Definition 2. Pi’s information structure is said to be 

open-loop (OL) if  1 , ,i
k x k K    

closed-loop perfect state (CLPS) if  

 1, , , ,i
k kx x k K    

memoryless perfect state (MPS) if 
 1, ,i

k k ,x x k K    

feedback perfect state (FB) if  , .i
k kx k K    

An important distinction, for our purposes, rests between 
the CLPS and MPS structures, on the one hand, and the 
FB on the other. Rational expectations is consistent with 
the former. History matters. If, on the other hand, agents 
suffer from memory loss or choose not to access past 
data because of cognitive or out-of-pocket costs, the lat-
ter prevails. In the buildup to the present recession, for 
instance, people seem to have forgotten previous reces-
sions and history given by the complete cycle. 

The Noncooperative (Nash) Equilibrium Solution is 
given by 

Definition 3. A pair of strategies  1* 2*,   with 
* , 1,i i i   2  is said to constitute a Nash Equilibrium 

Solution if, and only if, the following inequalities are 

satisfied for all  ; 1,2i i i   :  

  1* 1 1* 2* 1 1 2*, ,J J J       

  2* 2 1* 2* 2 1* 2, ,J J J     



 

In the next section we restrict our attention to feedback 
games where at the time of her act each player has per-
fect information concerning the current level of play. In 
that case, the set of inequalities above is rewritten as 

Definition 4. A pair of strategies  * 2*,i   constitutes 

a Feedback Nash Equilibrium Solution if it satisfies the 
following inequalities for all ., 1, 2I I

K K i   , k K  

 
 

1* 1 1 1 2*
1

2* 2 1* 2 2
1

, , ;

; , ,

K

K

J J

J J

  

  








 

On any pair of Nash equilibrium strategies that satis-
fies the above inequalities, impose the further restriction 
that it satisfies the following K inequalities: 

At stage K        
   
  

1 1 1 1* 2 2 2* 1 1 1 1 2 2 2*
1 1 1 1 1 1 1 1

2 1 1 1* 2 2 2* 2 1 1 1* 2 2 2
1 1 1 1 1 1 1 1

, , , ; , , , , , , ; , , ,

, , , ; , , , , , , ; , , ,

   

  





   

   

K K K K K K K K

K K K K K K K

J J

J J

           

K           
 

At stage K – 1     
   
   

1 1 1 1* 1* 2 2 2* 2* 1 1 1 1 1* 2 2 2* 2*
1 2 1 1 2 1 1 2 1 1 2 1

2 1 1 1* 1* 2 2 2* 2* 2 1 1 1* 1* 2 2 2 2*
1 2 1 1 2 1 1 2 1 1 2 1

, , , , ; , , , , , , , , ; , , , ,

, , , , ; , , , , , , , , ; , , , ,

       

       





   

   

K K K K K K K K K K K

K K K K K K K K K K K K

J J

J J

                K

               
 

At stage 1        
  
  

1 1* 2* 1 1 1* 1* 2*
1 2

2 1* 2* 2 1* 2 2* 2*
1 2

, , , ;

, ; , ,









K

K

J J

J J

      
     

 

 

denote a two-person dynamic game Г is the prod-
uct strategy space, 

 where For appreciating the notion of time consistency, the 
following notation and definitions are required. Follow-
ing Başar and Jan Olsder, we abuse notation by using the 
denoting the discrete time period by the continuous time 
period. Thus,   0, 1, , .T K    Let 

  ; 0,D T N  

 0,T  is the decision interval and N 
stands for the Nash solution concept. Also, let 

       , , , ,, i i
s t s t s t s t     

denote the truncations of    and  respec-
tively, to the time period 

,i i 
   , 0, ,s t T  and let 
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               , 0 , , , ,: , , ; 0,s t s T s T s t s t T N          , 0,s sD D 
 

;

denote a version of   ; 0,D T N
 in the intervals 

 where the strategies 
f both players i  and  ,t To 0, s  are 

fixed as    0, ,, .i i
s s T  e have 

Definition 5. A pair of strategies 2*
 In that case, w

  1* ,   so  the 
dynamic 

lving
game D  ; 0,T N  is said to be 

on to 
weakly time 

the interval consistent (WTC) if its truncati
   

*
,, , ,s Ts T   is th the truncated game  

*
, ,e solution of s TD  

for all  0, .s T  If a solution *   is not WTC, it is 
stent. 

Definit pair of strategie 2*,
time inconsi

ion 6. A s  1*   solving the 
dynamic game   ; 0,T ND is said to be 

o the 
strongly time 

consistent (STC) if its truncation t   
*

,, , ,s TT   is 

the solution of the truncated game  

s

,,s TD  for every 
,   0, 0,s s   this being so for every  0, .s T  

o baIn the case of Definition 5 there is n sis at k for 
cheating at fu st actions are con-
si

ture stages only if the pa
stent with the original solution, whereas in the instance 

of Definition 6, this is true even if there have been devia-
tions in the past from the actions dictated by the optimal 
strategy. 

Definition 7. A strategy *   is said to be a repre-
sentation of another strategy  

same 
 if 

tory. 

e construction of equivalence classes of equal 
op

tem defined in Definition 1, first determine the set of all 
elements of Г which are strategies that depend only on 

1) they both generate the unique state trajectory 
and 

2) they both have the same open-loop value on this 
trajec

The importance of the notion of representations is that 
it enables th

en-loop value strategies in the general class of closed- 
loop strategies. The procedure is as follows. For the sys-

the initial state x1. The set thus constructed is the class of 
permissible open-loop controls in Г. Now let 

  * *
1 ,k x k K    

be an element of the set of open-loop controls which ge-
nerates by substitution into the state equation of Defi- 

nition 1, a unique trajectory  * , .kx k K  Then, consider 

all elements       of Г w. ,k k K  the properties 
1) γ generates the same traj *

ith
ectory as   and 

2)    * * *
1 2 1 1, , , , , .k k k k

*x x x x x k     K

If t
t of  of all e

his procedure is repeated for every element of the 
se  open-loop controls, the construction quiva-
le

olution under the CLPS or MPS 
in sistent. 

nce classes of Г becomes complete. In our terms, out-
come space is dense with macroeconomic configurations. 
The DSGE class is one. The analyst is free to choose from 
a multiplicity of models. 

The basic proposition is as follows: 
Theorem 1) The FNE S
formation pattern is strongly time con
2) The FNE Solution under the FB information pattern 

is weakly time inconsistent. 
Proof. 1) Consider a FNE solution  1* 2*,   till stage 

k. Note that the star is only used for brevity 
d does not rule out the possibility of different equilib-

notational 
an
ria for subgames preceding stage k. At that stage, P1, say, 
decides to renege on this solution. It must be the case that 
for some strategy 1 ,k   

   1 1* 1* 1* 1* 1* 2* 2* 2* 2* 2*
1 1 1 1 1 1, , , , , , ; , , , , , ,k k k K k k k KJ 1 1* 1* 1 1

1 1, , , ,k kJ * 1* 2* 2* 2* 2* 2*
1 1 1 1, , ; , , , , , ,k K k k k K                                 

The defection under CLPS or MPS implies entry into an information equivalence class where 

   1 2 1 1, , , , , .k k k kx x x x x k K       

Accordingly, the evolution of the state till stage k is given by  1 2
1 1, , ,k k k k 1.kx f x u u x x        It turns out, therefore, 

that for agent P1, either 

   1 1* 1* 1* 1* 2* 2* 2* 2* 1 2 2 2
1 , , kJ 1 1 1 1 2

1 1 1 ! 1 1 1, , , ; , , , , , , , , , , ; , , , ,k K k k K k k K k k KJ                                 
or 



   1 1* 1* 1* 1* 2* 2* 2* 2* ! 1 1 1 1 2 2 2 2
1 1 1 1 ! 1 1 1, , , , , ; , , , , , , , , , , ; , , , , ,k k K k k K k k K k k KJ J                               

If the first inequality holds, the assumption that the agents were parties to the FNE solution under the CLPS or MPS 
information pattern is violated. If the second inequality is valid, the assumption of the deviation from the FNE solution 
do

eir inducement to do so must be 

 

es not hold. 
2) On the other hand, suppose the players were operating under the FB information pattern. At stage k, the players decide 

to recommit. Th

   1 1* 1* 1* 1* 1* 2* 2* 2* 2* 2* 1 1* 1* 1 1* 1* 2* 2* 2* 2* 2*
1 1 1 1 1, , , , , , ; , , , , , , , , , , , , ; , , , , , ,k k k K k k kJ J1 1 1 1 1 1 1K k k k K k k k K                                   

and 

   2 1* 1* 1* 1* 1* 2* 2* 2* 2* 2* 2 1* 1* 1* 1* 1* 2* 2* 2 2* 2*
1 1 1 1 1 1 1 1 1 1 1 2, , , , , , ; , , , , , , , , , , , ; , , , , , ,k k k K k k k K k k k K k k k KJJ                                     
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where , is the feedback strategy un-  , 1, 2i

k kx i    
 FB information patteder the rn. Their actions determine a 

new initial condition for the game 1.kx   We can design 
the set of strategies which only depend on this new initial 
state and the time periods that follow. This would be the 
class of open-loop controls. An element would be 

  1kx     which generates by substitution into the 
n equation a unique trajectory 2.kx   We 
o construct an equivalence class of repre-

state evolutio
can proceed t
sentations all of which have the same value .  

3. Conclusions 

 the information they can comm

the state equation of the game is an unemployment equi-
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