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Abstract 
Recently, e-learning has been paid much attention in the area of education. However, it is difficult 
for the low-achievement students to find out the key points and keywords while searching online 
articles. They usually cannot accurately obtain the website information even after searching for 
large amount of data in the Internet. Meanwhile, these low-achievement students often lack of the 
related prior knowledge to determine if the website is useful. Accordingly, they select those web-
sites based on their disorderly instincts. In this work, an intelligent collaborative web search as-
sistance platform is proposed. A group grading module is presented to derive three parameters 
that are used to calculate the ranking of each website via the Support Vector Regression method. 
The effects of website ranking shorten the searching processes, and the learners can thus have 
more time to focus on comprehending the contents of the recommended website. The experimen-
tal results reveal that the proposed algorithm can effectively guide learners to search the appro-
priate website; accordingly, the target of self-learning assistance can be achieved and the learning 
performance of the students is enhanced. 
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1. Introduction 
Collaborative information seeking (CIS) is a field of research that involves studying situations, motivations, and 
methods for people working in collaborative groups for information seeking projects, as well as building sys-
tems for supporting such activities. Researchers in the fields of command and control [1], education [2], and en-
gineering [3], as well as research on technologies supporting collaborative information seeking [4] [5], study 
how people engage in information seeking in hopes of building more efficient and effective systems to support 
these activities. Besides, the literature [6] points out that information seeking generally happens in the context of 
a broader task and involves searching for, collecting, and analyzing information, as well as sense making and 
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sharing. Morris [7] addresses that many tasks in both professional and casual settings can benefit from the abili-
ty to jointly search the websites with others. 

World Wide Web (WWW) is a crucial learning environment for learners solving problems with a variety of 
network resources. However, learner’s cognition load is heavy for they must filter useful knowledge out of di-
verse information. On the other hand, e-learning has been highly regarded in the area of education. However, it 
is difficult for the low-achievement students to find out the key points and keywords and obtain the website in-
formation while searching online articles in the Internet. In addition, these low-achievement students often lack 
of the related prior knowledge to determine if the website is useful. Accordingly, they select those websites 
based on their disorderly instincts. In view of this standpoint, a collaborative web search assistance platform is 
proposed to tackle above-mentioned problems. We expect this platform can effectively guide learners to search 
for the appropriate websites and achieve the purpose of self-learning assistance and enhance the students’ learn-
ing performance. An experiment was conducted in a junior high school natural science course to examine the 
effectiveness of the collaborative web search assistance platform. 

The remainder of the paper is organized as follows. The details of the proposed collaborative web search as-
sistance platform are presented in Section 2. Section 3 addresses and discusses the experimental results. Conclu-
sions and future work are set out in Section 4. 

2. Architecture of the Collaborative Web Search Assistance Platform 
The proposed platform consists of two major components, including the group grading module and the website 
ranking module. First, students issue their website search by typing in the keywords on the platform, and then 
the website ranking module is employed to evaluate the contents of the website. Notably, a well-known machine 
learning technique, Support Vector Regressions (SVRs), is adopted in the website ranking module to rank the 
website. Meanwhile, a group grading approach is adopted to derive three input parameters for the SVRs. 

2.1. Group Grading Module 
After a student typed a keyword on the platform, she/he is asked to press “Agree”, “Strongly Agree”, “Disagree”, 
or “Strongly Disagree” buttons in order to evaluate the quality of the contents of the websites located by the 
platform. Notably, we also allowed students to press an “Uncertain” button on the Facebook-like platform, if 
they were not confident in terms of making a comment on the websites. The group grading module was then 
used to derive the required parameters for the SVRs to give a final evaluation of each websites after enough 
peers’ comments were collected. In addition, the system will adjust the weights of the students that commented 
on the web sitesbased on their achievement. The detailed description of how the proposed group grading module 
operatesis as follows. 

Initialization: Each student’s weight is first assigned by the teacher based on the student’s past performance. 
The students’ weights can be dynamically adjusted each time they comment on the websites. 

Step 1: First, we sort the reliability of each student as follows, 

1 2 ,Mw w w≥ ≥ ≥                                      (1) 

where M denotes the number of peers. 
Step 2: Obtain the optimal combination of the students, 
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where K is the total number of students giving their opinions, and arg maxl  is the maximum of the elements in 
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In a similar way, we can obtain all the values of l
iψ . Notably, majority voting is adopted to make the final 

common consensus of the students. In addition, Equation (3) to Equation (5) represent the probability that all 
peers who expressed opinions are correct, the probability that one out of all peers who expressed opinions is in-
correct, and the probability that two out of all peers who expressed opinions are incorrect, respectively. The last 
elements in set l̂  as given in Equation (4) denote the probability that the comments given by K / 2 1−    out 
of K students are incorrect. For example, if three out of five students in a group gave opinions on a website, we 
would obtain { }ˆ arg max 0.79,0.66,0.85 3ll = =  by using the above equations. We then can derive that the 
number of students achieving the best performance in terms of commenting is three. 

Step 3: Next, we compute the group reliability of the optimal group combination, 
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Step 4: We then compare the group reliability of the optimal combination computed at Step 3 with the mi-
nimal group reliability of this combination obtained so far. 

If the group reliability of the optimal combination is lower, we need to consult a student with good achieve-
ment from another group to assist in making the final decision. In case the system cannot get the reply from this 
student before the deadline, more students with good achievement in other groups will receive requests from the 
system in a round robin fashion. 

Step 5: Derive the score for the website. Now we assume the number of the optimal combinations is three. 
The weights of the three students are w1, w2, and w3, and the comments given by the three students are 

{ }Arg , ,= + − + . Here the notations + and − reprensent that two students pressed the “Agree” button, whereas 
one student pressed the “Disagree” button, respectively. 

Based on the given comments, the probabilities that the website is suitable for the learning topics, and that the 
website is unsuitable for the learning topics can be respectively expressed by, 
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Step 6: After normalizing the two equations obtained at Step 5, we obtain: 
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where ( )P +  is the percentage of the sample websites in the database marked with “agree” (+) or “strongly 
agree” (++), and ( )P −  is the percentage marked with “disagree” (−) or “strongly disagree” in the database. 

Step 7: By Comparing ( )P̂ +  and ( )P̂ + , we can determine whether this web site is suitable for the learning 
topics by, 

( ) ( )
( ) ( )

ˆ ˆ,
.

ˆ ˆ,

if P P
O

if P P

+ + ≥ −= 
− + < −

                                  (11) 

Step 8: By using Equation (6), we re-compute the group reliability of the current combination of the students, 
based on the collected sample websites in the database. We set the minimal group reliability of the current stu-
dent combination as the smallest value of group reliability obtained thus far. 

Step 9: Next we compute the impact factor of the website based on the keyword typed in by the ith student as 
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follows, 
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where iC  is a flag that is marked if the ith student gave a comment on the website. That is, 1iC =  if ith stu-
dent gave a comment on the website. Otherwise, iC  is set to zero. iβ  denotes the weight of the selected key-
word that is predetermined by the teacher. 

2.2. Website Ranking Module 
The website ranking module is used to compute the final ranking for the website comparing with other sample 
websites in the database. Support Vector Regression (SVR) [8] is used to implement this module. Three para-
meters for the SVR are three equations obtained from Equation (6), Equation (9), and Equation (12). SVR is a 
kind of supervised machine learning method that recognizes patterns and analyzes data; it is mostly used for 
classification and regression analysis. The major difference between the SVR and traditional regression tech-
niques is that the SVR employs the structural risk minimization (SRM) approach, rather than the empirical risk 
minimization (ERM) approach typically adopted in statistical learning. The SRM attempts to minimize an upper 
threshold on the generalization rather than minimize the training error, and is expected to perform better than the 
traditional ERM approach. Furthermore, the SVR is a convex optimization, which guarantees that the local mi-
nimization is the unique minimization. In the recent literature, numerous researchers have adopted SVR to deal 
with classification and regression problems. Wu et al. [9] used SVR to predict the time spent on driving accord-
ing to the speed of vehicles, traffic flow, and weather conditions. Users can handle the overall schedule more ef-
ficiently with this method. In addition, Liu et al. [10] compared three regression approaches, including SVR, 
Back-propagation Neural Network, and Partial Least Squares, to predict the Cold Modulus of Silicon Ceramic, 
and the results showed that SVR obtained better performance in terms of root mean square error than the other 
two methods. 

3. Experimental Results 
To verify the effectiveness of the proposed collaborative website search ranking mechanism, a total of 63 junior 
high school students participated in the study. One class related to natural science was assigned to be the expe-
rimental group in which the students were assisted by the website ranking mechanism, and the other was the 
control group in which the students used the ordinary search engine in the Internet. The experimental group in-
cluded 31 students, while the control group had 32 students. After the teacher of a Natural Science course gave a 
detailed description of how to build a toy plane during a traditional classroom teaching activity, the students 
were asked to make a paper airplane using a plain piece of A4 size paper. 

The students were asked to login to the plat form after the cessation of classroom teaching activities. A ques-
tion asking how to build an aircraft that would fly as long and as far as possible using a plain piece of A4 size-
paper was given to the students. The students were expected to surf on the Internet to address three main learn-
ing topics, including how to fly far, how to fly straight, and how to fly stably. The platform kept students’ web 
search results in the database and evaluated the students’ websites based on the students’ comments. Each stu-
dent was asked to take a pre-test and a post-test immediately before and after the learning activity, respectively. 

We first compared the website ranking results between the proposed algorithm and that of the teacher. Nota-
bly, the evaluation results of the students’ website search were also provided by the teacher after the experiment, 
and were then compared with those given by the proposed algorithm. The correction rate for the proposed algo-
rithm was up to 88.27%. 

We next compare the students’ achievement before and after the learning activity, as illustrated in Table 1. 
Ten multiple choice questions were included in the pre-test and post-test, respectively, to verify students’ learn-
ing performance. The questions were related to the basic information related to flying, such as how to make the 
paper airplane fly straight, far, and stably. The statistical results were obtained by running a t-test with the SPSS 
software package. As shown in Table 1, the average score received by the 31 pupils whose learning activity was 
supported by the proposed website search mechanism was significantly better than the average score before us-
ing the mechanism. The evidence of a highly significant correlation between pretest and posttest obtained in 
Table 2 and the high significance level indicated by the results of the t-test in Table 3 indicate that the learning  
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Table 1. Paired sample statistics. 

 Mean Standard deviation Standarderror mean 

Pre-test 50.87 12.85 2.77 

Post-test 64.32 16.25 3.22 

 
Table 2. Paired sample correlations. 

Correlation Significance 

0.526 0.003 

 
Table 3. Paired sample test. 

Mean Difference t df a Sig. (2tailed) 
95% C.I.b 

Lower Upper 

−13.45 −5.15 30 0.000 −18.34 −8.03 
aDegrees of freedom; bConfidence interval. 
 
effectiveness of the learners was indeed improved by the website search mechanism. 

To verify whether the website search algorithm was helpful, two short questionnaires were given to students 
in the experimental group that included the questions “Is the website search system able to provide you with ap-
propriate guidance?” and “Are you satisfied with the usage of the website search system?”. Among the 31 par-
ticipants, 28 students believed that the web search assistance platform was useful and 29 students were satisfied 
with the usage of the web search assistance platform. 

4. Conclusions 
An intelligent web search assistance platform is proposed in this research. The proposed work is able to auto-
matically evaluate whether or not the website the students search have addressed the related learning issues. The 
experimental results reveal that the online web search assistance platform proposed in this study effectively en-
hances the achievement of the students from a junior high school who are participating in learning activities re-
lated to natural science. In future work, we will consider incorporating students’ learning styles into the experi-
ments, in order to provide adaptive feedback tailored toward students with different learning styles. 

One limitation of this study is that the 31 students participate in this experiment to assess their learning per-
formance before and after using the proposed system for a period lasting only one-month, due to the limitation 
of course time. We only used t-test to analyze students’ achievement before and after the conducted learning ac-
tivity, and we will add more participants engaging in learning activity to explore the factors which may affect 
the learning performance via our proposed algorithm in future work. In addition, pre-existing personal friend-
ships between the participants and how these relationships might affect learners’ social interactions have not 
been discussed in this study. Thus, further exploration of the impacts of social network interaction on enhancing 
collaboration and learning performance will be needed and considered in future work as well. 
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