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ABSTRACT 

In this paper we have proposed an object tracking method using Dual Tree Complex Wavelet Transform (DTCxWT). 
The proposed method is capable of tracking the moving object in video sequences. The object is assumed to be deform-
able under limit i.e. it may change its shape from one frame to another. The basic idea in the proposed method is to 
decompose the image into two components: a two dimensional motion and a two dimensional shape change. The motion 
component is factored out while the shape is explicitly represented by storing a sequence of two dimensional models. 
Each model corresponds to each image frame. The proposed method performs well when the change in the shape in the 
consecutive frames is small however the 2-D motion in consecutive frames may be large. The proposed algorithm is 
capable of handling the partial as well as full occlusion of the object. 
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1. Introduction 

In computer vision [1] applications, one of the challeng-
ing problems is the tracking of objects in video, in clut-
tered environment [2,3]. Object tracking and its applica-
tions are found in many diverse areas including medical 
imaging [4,5], recognition and interpretation of objects in 
a scene [6], video surveillance, target detection and iden-
tification [4] etc. 

Various spatial and frequency domain techniques are 
used for these applications, but recent trend is to use 
wavelet transforms for such applications [7]. However, 
the form of wavelet used in these techniques has some 
major drawbacks [8]. To overcome those drawbacks 
some new form of wavelet transforms like complex 
wavelet transform [9-14] has been used, which give bet-
ter results. The major limitations of Discrete Wavelet 
Transform (DWT) are its shift sensitivity, poor direc-
tionality and absence of phase information. These limita-
tions are removed or at least reduced by using complex 
wavelet Transforms. Dual tree complex wavelet trans-
form (DTCxWT) is one of the commonly used complex 
wavelet transforms. Although Dual Tree Complex 
Wavelet Transform (DTCxWT) suffers from the high 
computational cost due to the redundancy of coefficients 
but is free from shift variance [15] and directional selec-  

tivity [11] problems which are useful in segmentation 
and tracking of objects in different scenes. Many re-
searchers have used DTCxWT for tracking of rigid objects. 
Although in some cases Daubechies Complex Wavelet 
Transform has also been used [13]. Perfect reconstruc-
tion is one of the desirable properties for construction of 
filters. Kingsbury [16,17] has introduced a complex 
wavelet transform called DTCxWT which gives Perfect 
Reconstruction and other properties like shift-invariance 
and directional selectivity. 

Rest of the paper is organized as follows: Section 2 of 
this paper gives overview of complex wavelets and con-
struction of dual tree complex wavelet coefficients, Sec-
tion 3 describes the proposed method and its implemen-
tation while the Section 4 explains the results which are 
tested and reported for different videos. At last, the Sec-
tion 5 of this paper describes the conclusions and future 
scope. 

2. Complex Wavelet Transform 

Although different researchers have shown the magical 
results after using real valued wavelet transforms but real 
valued wavelet transforms suffer from the serious disad-
vantages like shift sensitivity and poor directionality. 
One of the solutions to overcome these shortcomings is 
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the use of Complex Wavelet Transform. 
Kingsbury introduced a more computationally efficient 

approach to shift invariance [15], the Dual-Tree Complex 
Wavelet Transform (DTCxWT). Furthermore the DTCxWT 
gives better directional selectivity when filtering multi-
dimensional signals. In summary, it has the following 
properties: 
 Approximate shift invariance; 
 Good directional selectivity in 2-dimensions (2-D) 

with Gabor-like filters (also true for higher dimen-
sionality, m-D); 

 Perfect reconstruction (PR) using short linear- 
phase filters; 

 Limited redundancy, independent of the number of 
scales, 2:1 for 1-D (2m:1 for m-D); 

 Efficient order-N computation – only twice the 
simple DWT for 1-D (2m times for m-D). 

Kingsbury [11] observed that the approximate shift 
invariance with a real DWT can also be achieved by 
doubling the sampling rate at each level of the tree. For 

this to work, the samples must be evenly spaced. One 
way to double all the sampling rates in a conventional 
wavelet tree, such as Tree a of Figure 1, is to eliminate 
the down-sampling by 2 after the level 1 filters, H0a and 
H1a. This is equivalent to having two parallel fully- de-
cimated trees, a and b in Figure 1, provided that the de-
lays of filters H0b and H1b are one sample offset from the 
delays of H0a and H1a, which ensures that the level 1 
down samplers in tree b pick the opposite samples to 
those in tree a. Then it is found that to get uniform inter-
vals between samples from the two trees below level 1, 
the filters in one tree must provide delays that are half a 
sample different (at each filter’s input rate) from those in 
the opposite tree. For linear phase filters, this requires 
odd-length filters in one tree and even-length filters in the 
other. Greater symmetry between the two trees occurs if 
each tree uses odd and even filters alternately from level 
to level, it has also been shown that the positions of the 
wavelet basis functions when the filters are arranged to 
be odd and even as in Figure 1. 

 

 
 

2-band reconstruction block 

 

Figure 1. Dual tree of the real filters for the complex wavelet transform (DTCxWT), giving real and imaginary parts of the 
omplex coefficients. c 
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To invert the DTCxWT, each tree in Figure 1 is in-

verted separately using biorthogonal filters G, designed 
for perfect reconstruction with the corresponding analy-
sis filters H in the 2-band reconstruction block, shown in 
Figure 1. Finally the two tree outputs are averaged in 
order to obtain an approximately shift invariant system. 
This system is a wavelet frame with redundancy two; and 
if the filters are designed such that the analysis and re-
construction filters have very similar frequency re-
sponses, then it is an almost tight frame, which means 
that energy is approximately preserved when signals are 
transformed into the DTCxWT domain. The basis func-
tions were obtained by injecting unit pulses separately 
into the inverse DTCxWT at each scale in turn. The real 
and imaginary parts were obtained by injecting the unit 
pulses into trees a and b in turn. 

3. The Proposed Object Tracking Approach 

In the proposed method an object represented as a se-
quence of binary images, are corresponding to the each 
frame of the input image sequence. Each frame of the 
model corresponds to a set of pixels in a given region of 
the corresponding image frame. A model Mt is assumed 
to consist of m points (i.e. in the binary representation of 
Mt there are m non-zero pixels). i.e. the image feature at 
any instant of time consists of the model at that time. 
These sets of pixels represent the shape of the object at 
particular frame. 

The main ideas of our proposed approach are as be-
low: 

1) The 3D moving object is divided into two parts: a 
2D shape change and a 2D motion. The change in the 
shape should be small while there is no restriction on the 
motion. 

2) Change in 2D shape between successive image 
frames is captured using 2D geometric models. 

3) Perform 2D model matching using minimum 
Hausdorff distance [18] which can be defined, for any 
two point sets P and Q, as 

      , max , , ,H P Q h P Q h Q P  

where,  

 , max min
q Qp P

h P Q p q


  , 

||.|| denotes Euclidean distance. This Hausdorff distance 
simply measures the proximity of points in the two sets 
which represents the difference between fixed point sets 
whereas we require the difference between shapes of 
point sets. Therefore, for some transformation group G, 
minimum difference between two shapes w.r.t. the group 
action is given by 

    , min ,G
g G

D P Q H g P Q


  

In other words, the distance between two shapes is 
minimum difference between them under all possible 
transformations of one shape w.r.t. the other. DG(P,Q) 
satisfies metric properties (identity, symmetry and trian-
gle inequality) 

4) If DG(P,Q) is zero then two shapes are same other-
wise change in shape is measured. 

5) Huttenlocher, et al. [18] has defined the partial dis-
tance or Rank order, which is used in tracking the 2-D 
shape change, as 

 
,

, minth
K

p P q Q
h P Q K p q

 
   

This minimum directed partial Hausdorff distance [18] 
is used to find the current location of the object. This 
tracks the 2-D motion of the object. Also, the distance 
between image and transformed model is used to select 
those set of pixels which are the part of the next model, 
gives us change in the 2-D shape of the object. 

3.1. Algorithm for Tracking of Non-Rigid  
Objects 

1) Initialize the model Mt, which is assumed to consist of 
m points (i.e. in the binary representation of Mt there are 
m non-zero pixels), move it to the next time frame It + 1. 

2) Find the new model Mt + 1, from Mt and It + 1. 
3) Locate the object in the new image frame by com-

puting d as 

  
 

1

1

,

min ,

min min
t t

K t t
g G

th

g G p M q I

d h g M I

K g p q




  



 
 

computed value of d identifies the transformation 
g G   of Mt which minimizes the rank order i.e. it 
identifies the best “position”, g*, of Mt in the image 
frame It + 1. 

3.2. Finding the Model’s New Location 

1) Identify all possible locations of the model Mt in the 
next time frame It + 1.  

2) Compute the set of transformations of Mt, say X 
such that the partial Hausdorff distance is not larger than 
some value τ i.e. 

  1: ,K t tX x h M x I     

where   is the Minkowski sum notation. The X can be 
computed as 
 Compute distance transform Dt + 1 of It + 1 which is 

an array specifying each location in the image the 
distance to the nearest non-zero pixel of It + 1.  

 Compute directed Hausdorff distance, hK(Mt  x,  
It + 1) for a given translation x of Mt. 

This distance is the Kth largest of the m valued Dt + 1  
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Frame No. Spatial domain Real Wavelet Domain Complex Wavelet Domain 

Frame-1 

 

Frame-5 

 

Frame-10 

 

Frame-15 

 

Frame-20 

 

Frame-25 

 

Frame-30 

 

Frame-35 

 

Frame-40 

 

Figure 2. Tracking for duck video. 
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Frame No. Spatial domain Real Wavelet Domain Complex Wavelet Domain 

Frame-1 

 

Frame-5 

 

Frame-10 

 

Frame-15 

 

Frame-20 

 

Frame-25 

 

Frame-30 

 

Frame-35 

 

Frame-40 

 

Figure 3. Tracking for stuart video. 
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specified by the non-zero points of Mt + x. that is for a 
given translation x, for each non-zero pixel p of Mt find 
the location p + x of Dt + 1. The Kth largest of these m 
values found so for is the partial directed Hausdorff dis-
tance hK(Mt + x, It + 1). 

3.3. Updating the Model 

The new model, Mt + 1 constructed from finding the 
translation x of Mt with respect to the It + 1 by selectively 
choosing the non zero pixels of It + 1 which falls within a 
distance of   of non zero pixels of Mt x. This can be 
obtained by dialating Mt by a disc radius 


 , shifting this 

by x, and then computing the logical AND of It + 1 with 
the dialated and translated model. 

4. Experimental Results 

The initial model, corresponding to the first frame of the 
image sequence is taken. The user needs to take a rectan-
gle in the first frame containing this initial model. Then 
image is processed to select the subset of the edge pixels 
in this rectangle. This is done by assuming that the cam-
era will not move in first two consecutive frames and 
using this fact to filter the first image frame based on the 
second image frame. Those edge pixels in the user se-
lected rectangle that moved between the first and the 
second frame are used as initial model. Thus the only 
input from the user is the rectangle in the first frame of 
the image sequence that contains the moving object. 

The proposed method of tracking of non-rigid object is 
applied on various videos and the results are compared 
by computing the dual tree complex wavelet coefficient 
to that by real and spatial domain coefficients. It has been 
observed that: 
 In spatial domain, tracking is more accurate but 

high execution time 
 In real wavelet domain, tracking is not as good as 

in the spatial domain but the execution time is ap-
proximately 4 times less  

 Tracking in Complex wavelet domain is not only 
fast as compared to real wavelet domain but also it 
is comparable to spatial domain.  

Also, we observed that in the spatial domain and real 
wavelet domain the tracking work well up to the 15 
frames and thereafter tracker is not able to track the ob-
ject accurately while as in complex wavelet domain it is 
more accurate and efficient. Here the results are only 
mentioned up to the 40 frames. The comparative results 
for two representative videos are presented: in spatial 
domain, real wavelet domain and dual tree complex 
wavelet domain in Figure 2 and Figure 3. 

5. Conclusions and Future Scope 

The experiments are performed on various moving vid-

eos and non-rigid objects are tracked in spatial domain, 
real wavelet domain and in complex wavelet domain. 
Comparing the tracking results in three domains, we 
found that the tracking in spatial domain is very accurate 
because the operations are performed pixel-wise basis 
but the computational time in spatial domain is high. It 
has been observed that in real wavelet domain, the com-
putational complexity is low (approximately 4 times less) 
but results of tracking are very poor. Tracking in com-
plex wavelet domain is fast as well as it produce good 
results as compared to real wavelet domain. Here in 
complex wavelet domain, both real as well as imaginary 
components are taken which provide us better segmenta-
tion and tracking as compared to that of real wavelets. 
The proposed tracking algorithm can be extended for 
tracking of multiple objects in video sequences. 
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