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ABSTRACT

The software community has been so much focused on creating and improving development and evolution processes, so
that it has completely forgotten retirement. Today, there are no retirement process models whatsoever despite the fact
that many software organizations desperately need guidelines for retiring their old software systems. In this paper, we
elicit a retirement process model and compare it to the current retirement process models. Our goal isto educe theory
about retirement process, evaluate current retirement process standards and provide feedback for their extension. The
elicitation process has been made within one Nordic financial company.

Keywords: Archival, Conversion, Migration, Process Model

1. Introduction

Research on software lifecycle process models has n&weden and one in Finland. Both these projects were
been well balanced so far. Most of the attention has bearery comprehensive. They involved almost the whole
paid to software development and evolution. Less focusrganization and they took several years to complete.
has been put on software maintenance. No research beldowever, they differed in their prerequisites and process
made on software retirement whatsoever. designs. For this reason, in this paper we only report on
Retirement is the disposal process whose aim is to enmshe of these retirement projects. The other project has
the existence of a software system [1]. It consists of thbeen reported in [5]. The project reported herein is called
actual removal of a software system from a regular usag&XIT and it was conducted in Sweden.
migration of its still relevant parts to some other system(s) The remainder of this paper is structured as follows.
and the archiving of it [2]. Section 2 briefly presents the organization studied and
There are plenty of reasons why a system needs to llee research method as applied in this study. Sections 3
retired. Some of them are the system age and complexitand 4 describe the retirement process model as elicited
removal of its software and/or hardware platform, ruleswithin the organization studied. Section 5 compares our
embodied by the external environments, and the likemodel to the existing retirement process models. Finally,
Irrespective of the underlying reasons, retirement is asection 6 makes final remarks and suggestions for future
extremely complex and difficult process. Hence, it mustvork.
be carefully planned and performed.
Except for a very few standards, there are ncg' Research Method
retirement process models whatsoever. The extarfthis section describes the organization studied and the
standard models are not based on any real-life studigssearch method we followed when eliciting our model.
[3,4]. Due to the fact that their contents have mainly beesection 2.1 presents the organization and the systems to
chosen in ballots, they are very general. At their mostbe retired. Section 2.2 briefly gives an account of our
they cover a whole retirement process model within onlyesearch steps.
a few pages..He_nce, the current standard; do qot prow%l Organization and Systems Studied
sufficient guidelines for the organizations in their
complex retirement work. We studied one Nordic insurance organization. Due to
In this paper, we elicit a retirement process model. Outhe sensitivity of the results presented herein, we do not
goal is to provide a basis for creating theory on themention its name. Instead, we use its fictive name -
domain of a retirement process, to evaluate currefEORSAK. FORSAK is the leading property and casualty
process standards and provide feedback for theinsurance company inthe Nordic region. It has about four
extension. The elicitation process has been made withimillion customers in the Nordic countries. It provides
one Nordic financial company. This company hasinsurance services to both private customers and
recently undergone two retirement projects, one ircommercial and industrial organizations.
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2 Eliciting Theory about a Retirement Process
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Figure 1. Retirement process phasesin the EXIT project

FORSAK manages many systems. The systems that During the firststep, we conducted an extensive and
are of interest for this study are Indra and Gliid. At thecomprehensive literature study. We went through various
beginning of the EXIT project (year 2002), Indra, basedart?cles and s?andard process models touching_ on the
on a client-server architecture, was about 14 years oleetirement subject. None of them, however, provided us
whereas Gliid, being a mainframe application, was abouwtith detailed information about the retirement process.
20 years old. Both systems possessed overlappirfghly [3.4] outlined very general process models. Due to
functionality and were used by about 100-150 users.  their very coarse-grained nature, they did not provide any

The evolution and maintenance of Indra and Gliid asufficient platform for starting our process design work.
separate units was too expensive. First, it requiredffence, we may claim that the results of this work are
substantially increased effort to implement the sam&ntirely elicited from scratch using the mdust.rlal support.
functionality in two different systems. Second, the N the second step, tifudy of the EXIT Project step,
differences in their system designs forced one to condudYé Studied the EXIT project by first scrutinizing all the

one and the same working routines in different ways. T(Selevant project documentation. This documentation

avoid this, FORSAK has decided to take appropriatti.nc.Iudecj about .100 d|ffere_nt_documents corresponding to
etirement project descriptions, project plans, status

measures with respect to these two systems, that is, {6 LTl o :
. . reports, activity lists as created by individual project
retire them and replace them with a new system. The new . .
rem is called LH members, system overviews, reports from various
systems cafle ' meetings such as steering groups, reference groups, and
2.2 Research Steps the like.
. . The documents studied did not fully describe the
Our study was a typical design research [6]. Its goal wag,,je retirement project. Hence, we had to complement
to explore a theory about and model the domain of sy dy with interviews. Here, we interviewed the roles
retirement by identifying all its relevant process g,ch as a project manager, operation expert and decision
constituents and the relationships among them. Ifaker.
consisted of the following steps: (Ljterature Study, (2) Based on the understanding gained so far, we created a
Sudy of the EXIT Project, (3) Creation of a Preliminary  preliminary retirement process model. This model
Retirement Process Model, (4) Model Evaluation, (5)  outlined a set of process activities in the EXIT project, it
Refinement of the Model, and (6) Comparison of the  structured these activities into process phases, and it

Model with the Standard Models. identified roles involved in them. This preliminary model
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Eliciting Theory about a Retirement Process 3

was then presented to the project manager in the
organization studied. The goal was to evaluate its
credibility and adherence to the EXIT project. The

evaluation step resulted in some minor modifications to
the EXIT retirement process model. These modifications
are listed in Section 5.1.

Finally, we compared our model to the standard
models [3,4]. To enable the comparison, we created a set
of comparison criteria. Due to the fact that the standard
process models studied are very general, we could define
our criteria only on a very general level. These criteria
are listed in Table 1. They mainly concern roles involved
in and activities being part of the overall retirement
process.

3. Overview of the Overall Retirement Process

The overall retirement process in this context consisted dfigure 2. lllustrating the simultaneous administration of
three main phases. As illustrated in Figure 1, these were {2§urancesin Indraand LH

Pilot Sudy, (2) Replacement Implementation, and (3) )
Retirement Realization. Regarding the years 206807, all the three systems

During the Pilot Sudy phase in the year of 2002, Were used in production. FORSAK was forced to keep

FORSAK analyzed Indra and Gliid with the purpose ofthe old systems running due to the fact that many of the
identifying cheaper solutions for managing these twdhsurances .recorded in them were still valid. Indra and
systems. Two alternatives were suggested: (1) a merge Gfiid administrated all the old insurance cases whereas
|ndra and G|||d and (2) deve|opment of a rep'acingLH administered the new ones. ThIS Imp|les that
system LH and retirement of Indra and Gliid. The secondnsurances for one and the same customer were managed
alternative was chosen. It was regarded to be cheaper aB¥ the old and new systems simultaneously. The choice
more reliable in the long run. Theilot Sudy phase Of the system to be managed at this time depended on the
ended up with a decision to start a project during which &surance period. Figure 2 provides a fictive example of
new system LH would be developed and Indra and Gliidow reported injuries for one and the same customer
would be retired. were administrated by two of the systems, Indra and LH.

During the Replacement Implementation phase in the ;
years of 2003 to 2005, FORSAK was in the process o?" The Project Phases
developing LH. LH was developed in an iterative mannerThe EXIT project consisted of four phases areRfE Study
where each iteration focused on a specific producf2) Preparation, (3) Conversion, and (4) Closedown.
domain, such as car insurance, home insurance, and tfhéey involved the following roles:
like. For this reason, the LH system was deployed in a * System Manager (SM): a role responsible for the
successive manner in the years of 2005 and 2006. operation and maintenance of the systeSystem

After the new system was developed, FORSAKManager manages the implementation, testing and
stepped into theRetirement Realization phase during deployment of all the prioritized change requests.
which it disposed itself of Indra and Gliid. As illustrated e« Decision Makers (DM): a set of managerial roles
by a star banner in Figure 1, this project was called EXITmaking important decisions within the organization. In
It took place in the years of 2006-2007. During this timethe context of retirement, these roles may be project
all the three systems were in use. In 2008, both Indra anghonsors or managers of the departments affected by the
Gliid were closed down and only LH has been used sincgetiring or replacing systemsDecision Makers are

then. responsible for planning and managing the retirement
Table 1. Our comparison criteria process. .
» Operations Expert (OE): a role possessing expert
RO',“?, knowledge of the organization’s operation and the
Activities

systems supporting the operati@perations Expert also
possess good knowledge of various rules and laws that
may affect the retiring and/or replacing systems.

- System Analysis
- Archiving Strategy
- Migration Strategy

- Management of the adjacent systems * Project Leader (PL): a role that manages a

- Retirement planning retirement project. He plans, follows, and follows up the

- Risk management project. He also assures that right resources are assigned
- Conduct archival to the project.

Copyright © 2008 SciRes JSEA



4 Eliciting Theory about a Retirement Process

» User (U): a user of the systems to be retired. A user Identification of the interfacing systems affected by the
tests the results of the conversion of information and datelosure of Indra and Gliid led to the identification of the
from the retiring to the replacing system. additional activities required for managing the retirement

» Devdoper (D): a role involved in the implementation of project. In our case, one recognized (1) a need for
the retirement process. This role covers programmersnalyzing the migration and archiving strategies, and (2)
database developers and database administrators. a need for making deeper analyses of the adjacent

» System Analyst (SA): a roleresponsible for planning systems and their connections to the systems to be retired.
and analyzing the software systems within theThese analyses were then conducted inRiteparation
organization. He collects information and gathersphase.
requirements on the organization’s operation, maps out Finally, one defined a retirement project. The project
its supporting processes and systems and the rolekefinition included risk management and creation of a
involved. retirement plan. Risk management concerned risks such

» Support Technician (ST): a roleresponsible for the as access to resources required, staff illness and various
operation and support of the system to be retired and itechnical risks. The retirement plan, on the other hand,
software and hardware platforms. covered most of the rudimentary project planning

» System Architect (SAR): a role added to our model activities such as the identification of the stakeholders
after the industrial evaluation step as described in Sectidio be involved in the retirement project, identification of
5.1. System Architect is responsible for knowing the the roles required for managing and executing the
overall architecture of the systems to be retired. project, determination of the competence required for

The EXIT retirement phases are illustrated in the boxnanaging and implementing the retirement process,
marked with a star banner in Figure 1. Their inherentletermination of the project budget and schedule, and
activities and the roles performing them are listed inthe like.

Table 2. Below, we describe each of the EXIT phases i
Sections 4.14.4, respectively.

4.1 Pre-Study The goal of thePrepar.ation phase was to further ar_1glyze
the systems to be retired, make a decision on archiving and
The goal of thePre-study phase was to investigate the migration strategies, determine changes to be made in the
systems to be retired, determine which of their partaidjacent systems and to identify changes to be made in the
should be migrated and disposed off, identify appropriatgeplacing system.
archiving and migration strategies, and define a As a first step, one studied the business objects to be
retirement project and to plan for it. migrated. The goal was to identify active objects and to
As shown in Table 1, one first investigated the types ofttend to inconsistencies in them. To be able to recognize
business objects managed by the systems to be retiregbtive objects, one had to define appropriate analysis
One then determined their volume. An example of aactivities and the roles required for performing them. An
business object is an insurance, a customer or agxample of an analysis activity is a task to create a list of
encountered injury. Usually, the objects to be migratedpen injuries, go through the injuries and determine which
were valid insurance claims. of them should stay open and which of them should be
Having an overall picture of the types and volume ofclosed. The open injuries were subjects for migration.
the business objects to be migrated, one then determinedFor all the active business objects, one analyzed their
the archiving and migration needs to be further used fahdividual data fields in order to determine whether they
identifying the appropriate migration and archiving should be migrated to the new system. One also analyzed
strategies. However, no strategies were determined at thépecial cases of business objects. An example of a special
phase. FORSAK realized that deeper analysis wagase is the situation when one and the same business
required for determining them. Hence, at this stage, onebject is administered by both the retiring and replacing
only determined that the active business objects shoulglystems.
be migrated to the new system. Passive objects, on theFor the data fields to be migrated, one created a
other hand, should be archived. An example of an activeonversion table so that the fields in Indra and Gliid
object is a reported injury that has not yet been fullywould match the fields in the new LH system. Finally, one
attended to. created a conversion testing plan. The testing implied that
After having identified the migration and archiving one chose a specific numeric field, summed it for all the
strategies, one determined the project scope. When doirtgusiness object instances in the systems to be retired and
it, one first analyzed Indra and Gliid’s overall compared their sum to the corresponding sum in the new
architecture and design. One then identified dependenciggstem.
to other systems. Here, one considered systems and theirAs a next step, one determined the migration strategy.
users that were dependent on the retiring systems. Folthe choice was between manual and automatic
interfacing systems were identified: two insuranceconversion techniques. In total, one estimated that there
administrative ones, one bookkeeping system, and ongere about 2400 active objects. To manually convert them
accounting system. would take about 20 man-minutes. This implied 100

4.2 Preparation

Copyright © 2008 SciRes JSEA



Eliciting Theory about a Retirement Process 5

Table 2. Retirement process phases and activities. The abbreviationsin the parenthesis aslisted after each activity
correspond to theroles performing them. Underlined activitiesand roleswritten in bold text were added after the
industrial process model evaluation step

Pre-Study
1. Analyze the system to be retired 6. Define a retirement project
1. Estimate the extent of reuse (OE, SA, SM) 1. Manage risks
1. ldentig B/pes of business objects to be reused 1. Identify risks (PL, OE, DM, SA, SM)
2. Identify/determine the reuse volume (number of 2. Analyze risks (PL, OE, DM, SA, SM)
business object instances) 3. Make a decision on how to manage risks (PL, OE,
2. Identify archiving and reuse needs (BE, VF) DM, SA, SM)
2. Identig the overall reuse/conversion strategy (DM, OE) 2. Create a Retirement Plan (DM, OE)
3. Identify the overall archiving strategy (DM, OL)
4. Determine the project scope [dentify/determine stakeholders to be involved in the

1.
2.
1. Analyze system architecture and design (SM, SAR) retirenient project (PL, DM
2. Identify dependencies to other systems (SA, SAR) 3. Identify/determine roles required for managing and
3. Identify users affected by the system (SA, SAR) executing the retirement process (PL)
1. Users of the retired system 4. Determine the comgetence required for managing the
2. Users of the systems dependent on the retired system retirement (DM, OE)
5. {doelrglti& ())ther activities needed for managing the retirement g Determine budget (PL, DM)

Preparation

1. Analyze the business objects to be migrated/archived. 5. Further analyze the archiving strategy
For éach type: o 1. Analyze the types of business objects to be archived
1. Define the analysis activities to be performed (OE, (OE,SA)
SM, SA) 2. Determine technical archive solution (OE, DM, SAR)

1. Identify alternative archiving solutions
2. Study feasibility of each solution

3. Estimate resources required for each archiving
solution

2. {doegify the roles to perform the analysis activities

3. Conduct the analysis (U)
1. Determine which business objects should be

e ﬁgi}%{ﬁg%?ﬁgﬁgs (OF) 6. lg%rther analyze the dependencies to other systems (SM,
2. Identify the laws and rules to be followed when migratin 1. Tdenti he i i £
and arfcyhiving information and data (OE) S . tﬁggt}lfg}t/eangctloagglgezt% é de impact on the environment o
3. For each type of a business object: 2. Inform the stakeholders affected by the retirement
1. Analyze how it should be converted (OE, SA) 7. Determine dates (BF, SM)
1. Identify special cases of business objects (OE, SA) 1. Date when the business objects should be
2. Study existing conversion techniques migrated to the new system
3. Analyze its individual data fields (O, SA) 2. Date when the system should be retired
4. Determine whether it should be migrated (OE, SA) 8. Identify and analyze changes to be made in the new
5. Create a conversion table (OE, SA) system
6. Create a conversion testing plan (OE) Comment: In order to realize the migration process
4. Determine the overall conversion strategy (DM, OE, SA) 1. Analyze working routines (OE, SA)

1. Manual or automatic approach 2. Determine im%act and consequences of these

2. Estimate resources required for each approach changes (OE, SAR) )

3. Compare the approaches 3. Determine and conduct the changes in the new
4

4. Determine the approach system (DM, OE)
Test the changes.

Conversion Closedown

. Develop the automatic conversion method (D) . Close down the system to be retired (SM, ST)

1. Develop scripts 2. Remove the dependencies to the environment (SM, ST)
2. Develop automation processes

. Test the automatic conversion method (OE, D)

. Conduct automatic conversion (D)

. Conduct manual conversion (U)

. Test the conversion results (U)

—
—_—

W N

man-days for the whole manual conversion. The estimatesperation was estimated to be very low. The alternative
for manual conversion were then compared to therchiving strategies were to move all the data from
estimates made for the automatic conversion. Théndra and Gliid to LH or to build a completely new
decision was made that most of the objects were to barchive. Both these alternatives were regarded to be too
automatically converted. costly.

The archiving strategy was determined in this phase as As a next step, one analyzed dependencies to the
well. Here, one investigated (1) how the data should beterfacing systems. When doing it, one identified and
archived, (2) the need for accessing it in the future, and (8halyzed how they were affected by the closure of Indra
the effects of archiving it. Together with the laws andand Gliid. The analysis showed that the closure did not
rules as identified in Activity 2, this information provided imply any major changes and implications to these
feedback for deciding upon the technical archiving solutionsystems. The only action that was required was to inform
The criteria used were technical feasibility and cost. their managers about the forthcoming closure. Finally,

The strategy chosen was to let all the data stapne determined the date when the business objects should
untouched in Indra and Gliid and just to close the twdbe migrated to the new system and when the old systems
systems for update. The cost of having these systems ghould be retired.
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6 Eliciting Theory about a Retirement Process

It was suspected that the retirement work would leadhctivity concerned determination of retirement project
to some additional changes to be made in the LH systetmdget. According to the project leader interviewed, due
To identify these changes, one analyzed current workingp the criticality of retirement projects, it is very
routines, suggested changes to them and their supportimgportant to assign substantial resources to the retirement
system (LH), and determined the impact andproject. Otherwise, one runs the risk that one
consequences of their implementation. For all theaunderestimates the project and thereby fails with its
changes identified, one created change requests and senmpletion.
them to the team responsible for making changes to the Regarding the missing role, it concerned the role of a
LH system. System Architect. According to the project leader, this

An example of a major change to be introduced in LHrole is indispensable in all the retirement projects. Not
was the implementation of the report generators thagnly does this role know the system to be retired but also
were used in the Indra and Gliid systems. An example of| its architectural flaws and deficiencies that should not
a minor ch_ange was the creation of a certain _data fieldye migrated to the new system.

All the major and minor changes were tested in the LH ag 3 response to these deficiencies, we have added the
system before th€onversion phase started. budget and risk management activities and $gem
4.3 Conversion Architect role to our model. The modifications are

) marked with the underlined text written in bold letters in
The Converson phase started only after all the tope 1.

preparations had been successfully conducted. As a first ) )
step, one developed the automatic conversion metho®d.2 Evaluation against Current Standards

including scripts and automation processes. This methoH1 this section, we compare our retirement process model

was then tested with the purpose of estimating th?Nith the standard process models as described in [2, 3].
conversion time and of assuring a problem fre

conversion. After the tests had been successfully passe hen doing this, we follow the comparison criteria listed
one conducted both the automatic and m(,j“,]uailn’Table 1. Except for the criteria concerning the roles, all
conversion on the day as determined in Activity 7 in the"€ comparison results are outlined in Table 3.

Preparation phase. The results were finally tested to None of the standard process models suggests any

verify a successful conversion. roles to be directly involved in the retirement process.
Regarding the ISO/IEC standard [3], it only briefly
4.4 Closedown mentions that personnel be trained in retirement actions.

In the Closedown phase, one closed down the Indra and' Ne IEEE model [2], on the other hand, mentions a user
Gliid systems and removed their dependencies to thedle, who should be notified about the closure of the
adjacent systems. The closure in our case implied that tfystem. Within the EXIT project, we have however
users could no longer access information in Indra andfentified nine different roles. These are listed and

Gliid. described in Section 4.
The broad portfolio of the roles identified in the EXIT
5. Evaluation project indicates that the retirement project involves the

majority of the organizational roles ranging from user to

In this section, we make two evaluations. We first presenfarioys analyst and design roles, to managerial roles and
the results of our fifth research method step during whichyen to support roles. This, in turn, indicates how

we evaluated our elicited model within FORSAK. We compjex and comprehensive the retirement process
then evaluate it against the current standard retiremeptoqel is.

process models [2,3]. As illustrated in Table 3, none of the standard process
. . models includes the activities during which one analyzes
5.1 Industrial Evaluation the retiring and replacing system. We believe that these

The retirement process model was presented to the Table 3. Our comparison results
project manager responsible for the retirement project
According to her, our model was realistic and it fully Activities IEEE ISO/IEC  EXIT

reflected the retirement process as performed within the _ gystem Analysis

- - +

EXIT project. She has, however, observed three minor o

- ; . . : - Archiving Strategy - + +
deficiencies which she believed were very important fora =~
successful execution of a retirement process. These™ Migration Strategy - - *
concerned adding two new activities to the first -Management of the - + +
retirement phase and adding a new role. adjacent systems

The first new activity dealt with risk management. _ Retirement planning + + +
According to her, controlling risks was an essential .

S oL . ; .. - Risk management - - +
activity within the retirement process. Not doing it _
implies a critical business risk by itself. The second_-Conductarchival + * +

Copyright © 2008 SciRes JSEA



Eliciting Theory about a Retirement Process 7

are one of the most important activities within theAlthough, its design is based on only one project, it

retirement process. They could be compared to thelready may provide a basis for comparing it with current

requirements specification activities. It is a commonretirement standard models and for making suggestions

knowledge that non-recognition of the requirementsfor their improvements and extensions. These improvements

irrespective of what type of a project it concerns, does naand extensions are the following:

lead to successful project results. For this reason, we * Extend the retirement process model with the roles

claim that lack of analysis activities is a series deficiencynvolved in the retirement process. Given the specific

in the standard process models studied. characteristics of the retirement process, it is not always
Only the ISO/IEC 15288 standard [4] suggests theobvious who should do what and why. To fully provide

identification of archiving strategies. None of the support to the organizations, one needs to compliment the

standard models proposes migration strategies. In ouetirement process models with the list of roles and their

opinion, identification of both these strategies is veryresponsibilities.

important. Identification of the retirement strategy is a « Include analysis of the system to be retired. Only then

must. However, the identification of the migration you may make sure that you have not gotten rid of

strategy should be an option. This is due to the fact thamportant information.

not all retiring systems undergo migration. We believe, . Extend the retirement process model with the

however, that the inclusion of this strategy in themjgration strategy. This is a way of indicating that a

retirement process model indicates that the retirementirement process model is always conducted in a major
process does not exist in a vacuum. Many times, parts @fntext.

the retiring systems have to be migrated to other new . provide clear instructions for how to manage the

replacing systems or other new archiving systems. adjacent systems. This concerns both the adjacent
Only the ISO/IEC 15288 standard [4] briefly mentions ¢\ ctems and its users

that the interfaces to the adjacent systems should bé: Makesuggeﬂionsfof how to plan a retirement process

con_S|dered._ None of the stand_ard models suggests hoWlis will help the organizations identify the full coverage

the mterfaqr_lg systems and the_lr users §hqu|d be handleglf retirement and migration activities necessary for

In our opinion, this is a serious omission. ImproperShipping successful project results.

management of the adjacent systems may lead to big, Include risk manag tin the retir t project. It

inconsistencies and problems in their future operation, onlv in this wayv: one mav become broactive against
Hence, we suggest that the interfacing systems and theg 0N N Y, _may be proz 2y
handling should be highly prioritized in a retirement many serious bus_lness risks in this very cr!tlcal activity.
process Our next step is to create a generic retirement process

Both the standard process models studied included tH82d€l- In [5], we have elicited another instance of a
planning activities. However, they only recognized the'€tirement process model. This instance substantially
need for planning. They have not provided anydlffers from the_ process model ellcrged herein. For this
suggestions specific to the retirement planning process. €ason, we believe that we are going to meet a great

None of the standard process models studied includegh@llenge when trying to consolidate these two process
risk management. We did not include it either in ourmodels. We are however prepared to meet this challenge.
preliminary process model outline. Even if a risk
management is a separate process, we strongly believe
that it definitely should be integrated with the retirement REFERENCES
process. Retirement and replacement imply many serious
business risks. Not considering them may jeopardize thi] V- T. Rajlich and K. H. Bennett (2000), “A staged model for
whole retirement process, and thereby the organization’s the software life cycle,” Computer 33(7), 2000.
future business opportunities. [2] S.W. Ambler, M. J. Vizdos, and J. Nalbone, “The enterprise

Finally, all the standard process models included the unified process: Extending the rational unified process,”
archival activity. This activity however was only briefly Upper Saddle River, N. J.: Prentice Hall PTR, 2005.
mentioned, even in our process model. We suspect the] |EEE Standard for Developing Software Life Cycle
this activity is quite complex. Hence, it should be further * prgcesses, IEEE Std 10741991, The Institute of Electrical
studied and explored. and Electronics Engineers, Inc. 345 East 47th Street, New
6. Final Remarks York, NY 100172394, USA, 1991.

In this paper, we have elicited a retirement process modgﬂ ISONEC 15288, Systems and Software Engineering

Our goal was to provide a basis for creating theory on the SySter_n life cycle processes, _IEEE Std 152618, 2008.
domain of a retirement process, to evaluate it againsp! M- Kajko-Mattsson, R. Fredriksson, and A. Hauzenberger,
current process standards and provide feedback for their “Elicting a retirement process model: Case Study 2,” in
extension. The elicitation process was made within one Proceedings, International Conference on Innovation in
Nordic financial company. Software Engineering, IEEE, 2008.

Our results show that our process model is realistic anff] B. Laurel, “Design research: Methods and perspectives,”
that it correctly reflects the EXIT retirement project. the MIT Press, 2003.
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ABSTRACT

Edit distance measures the similarity between two strif@gsthe minimum number of change, insert or delete
operations that transform one string to the o)hé@m edit sequence s is a sequence of such operations and can be used
to represent the string resulting from applying s to a reference string. We present a modification to Ukkonen’s edit
distance calculating algorithm based upon representing strings by edit sequences. We conclude with a demonstration of
how using this representation can improve mitochondrial DNA query throughput performance in a distributed
computing environment.

Keywords. Bioinformatics-Inspired Adaptation, Calculating Algorithm, Data Mining

1. Introduction

Let Y be a finite alphabet and Igf denote the collection We define an mtDNAstring to be the string that results

of finite strings over}. Edit distance is a means of from sequencing one of the polynucleotides that comprise

measuring similarity between a target and reference stringtDNA. Anderson et al. [7] were the first scientists

in 3" by computing the minimum number of change, insertresponsible for sequencing a human’s mtDNA. The mtDNA

or delete edit operations that transform one string intstring they produced is a standard reference and is now

another. The edit distance is a metric [1] and is a means khown as the Cambridge Reference Sequence (CRS).

measuring the similarity between two strings [2]. Mitochondrial DNA is the subject of much research by
Wagner and Fischer presented one of the firsforensic scientists because it has features that aid them in

algorithms for calculating edit distance [3]. Ukkonen their identification of an individual [8].

improved upon Wagner and Fischer's algorithm (using 1) Itis widely distributed throughout a given cell

potentially less time and space) [4,5]. However, a 2) Itisalways inherited from a child’s mother

significant performance bottleneck in  Ukkonen's _3) Itis conservative, i.e., the edit distance between the

algorithm is calculating the length of a longest commorCRS and a target mtDNA string is very small in

prefix (which we refer to as thdegree of agreement Ccomparison to their lengths. .
between two strings. The first feature means that intact mtDNA can likely

Let alphabetys= {a, c, g, t}. Y4 can be regarded as P€ extracted from some piece of human detritus such as

representing the molecules adenine, cytosine, guanirf@ir or fingernails. L
and thymine respectively. These molecules are The second feature means that it is likely that the

collectively known as nucleotides. When covalentlymtDNA possessed by maternally related individuals is

bonded together, these molecules become a polymd® same. This feature is particularly advantageous for
called a polynucleotide. Two polynucleotides canindividuals who seek_ to_de_termme whether the remains of
produce the well-known double helix shape of DNA. The@ 20dy belong to their sibling. .
determination of the order in which the nucleotides are . With regard.to the th'rd. feature, we will show that
covalently bonded together in a polynucleotide is calle ince MIDNA Is conservative, t_he performance, of the
sequencingThe act of sequencing yields a string sinceongest common prefix calculation for Ukkonen’s edit

each nucleotide in the given polynucleotide maps to on Istance _calcul_atlng algquthm can be |mproved by
of the members oF representing strings as edit sequences. We will show how

The mitochondria are organelles found throughoutthIS feature can improve mtDNA query throughput
erformance in a distributed computing environment.

eukaryotic cells. They are responsible for the productior? o _
of adenosine triphosphate (ATP), the primary currency?2. Preliminaries

by which a cell's energy needs are trafficked [6]. -

Mitochondria possess DNA (mtDNA). This mtDNA is 2.1 Definitions

ultimately responsible for the production of the proteinsWe begin by defining edit operations (to streamline
which regulate the mitochondrion and produce ATP. exposition, they may be referred to simply as operations).
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A nontrivial change operation has the formast and md, if D =1+D casd
acts on stringr =ap ... o (provided G<a<l ) to produce )i Lo n-Lm

B=5 ...  where oz (m-0i B if D,,=1+D,,, cas&

B ifiza (m=DcB . if Dy =1+D,,,, Cass

F=1s ifi=a (m-Dta otherwise casel

In other words, symbak, at (addressy is changed to ~ Given edit sequence = S transforminga into f3, the
symbolg. functionr (s, a, ) returns theeducededit sequencs,

An insert operation has the formarand acts on string (with respect toa ). Example: lets = ee,e,e:e6; = 0ig

= ... a (provided 6<a<I| ) to produce3=4... .1 Where i;[:tt Zﬂ ig %;?Ct' Thens =r (s a B) = everey = 2 2g

a,  ifi<a 1) 0=2, ¥=3 and 2=5
B =10, ifi=za 2) boths ands; mapato B . _
it P> 3) s uses the minimum number of edit operations to
-1 m=a transforma to 8
In other words, symbab has been inserted into string  Edit sequence = §D) has the following properties.
o at address. 1) No edit sequence mappiago S is shorter tham(s,
A delete operation has the formaufand acts on string @ 5)- _ _ _
= ... g (provided Ga<il) to producg8=/3... 5.1 where rejgir?gdresses of edit operations foundsiare nondec-
B = a, ?f i<a 3) If g is a delete edit operation i then &@)=
L, ifi>a &(841).

4) If g is an insert or change edit operatiorsjrthen

In other words, symbat, has been deleted from string .+ has an address that differs frenby one.

A sequence of edit operations is referred to as an edit
sequence. The concatenation of edit sequenith t is 2.2 Characteristics of Reduced and Non-reduced
denotedksit. Edit Sequences

Given edit operatiore, the function &() returng's

address, (i.e. &d) = a), the functiornt() returnse’s type Given edit sequence define(s) by

(i.e. (aio) =i) and the functioi() returns the symbol to <s>= z[T(b’) =i]- Z[T(e) =d]
be inserted or changed, i&aco) =o. ees ees
A change operatioais called trivial (with respectta) Givens(a) = Bthe length of3 can be recovered by
if it acts as the identity function an(i.e.e (a) = a). To 1B =a+ (s
indicate that is trivial (when is understood) it may be Let g be a subsequence af consisting of trivial
written asatao: change operations, maximal with respect to containment,
The notation §xpressiohis defined as such that the addresses of successive members differ by

one. Such a subsequengeis called atrivial change
} o queue Examples =0ta 1tc Zia 3t 4tt; g = Ota lic.

0, if expressionisfalse Let p. be a subsequence sfconsisting of nontrivial
Given stringsa, S0 Y, an edit sequencetakingato  change operations, maximal with respect to containment,
B (i.e.s(a) = B) is produced by Wagner and Fischer’s such that the addresses o_f successive me_mbers differ by

algorithm [1]. Their algorithmwhich we refer to agF-  ©ne. Such a subsequenasis called anontrivial change

first proceeds by calculating 1) x (n+1) distance dueueExamples= (ca Icc 2a Xt 4tt; o = Oca lcc.
matrix D as follows (whered] =n and J =m) Let o be a subsequence af consisting of insert
' operations, maximal with respect to containment, such

i, if j=0 that the addresses of successive members differ by one.
D . = j, ifi=0 Such a subsequengeis called arinsert queueExample:
#min@Q_,_,-[a_,#4_].D_; D ), otherwise s=0a lic 2ca 3t 4tt; g = Oa lc. o
’ o Let py be a subsequence af consisting of delete
Next, an edit sequence (transforminga into ) is  operations, maximal with respect to containment, such

[expression] = {l if expressionistrue

obtained by the recursive functi@n that the addresses of successive members do not differ.
SO)=¢ Such a subsequenggis called adelete queueExample:
S(D) =e| YD’ s=0d0dOtt 1ca; oy = Od Od.

wherell denotes the empty matrix (0 rows, 0 columns), The length of a change or insert queue g, ... € is
€ denotes the empty edit sequence, Bhds either the given by p| = &(e)-&(e)) + 1.

result of removing the lasD (if case 1 applied), . . _
removing the last column fror® if case 2 applied or 2.3 Recovering Elements of Bsing § = 1(s, a, §)

removing both the last row and last column frém(if  Givens =r(s, a, B), we can recover the trivial change
case 3 or 4 is applied). queues removed fromwhile producings. We will first
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consider how to find the locations and then the symbols 4.3.returnfp =¢ ... )
associated with trivial change queues. 5. returndd

A trivial change queu@ may be a prefix, a suffix or :
neither a prefix nor a suffix of. In order to find the 3. Sglrﬁ:glggﬂgstggu[e)ﬁggie of Agreement

addresses of members @f, there are three cases to

consider. 3.1 Motivation for Using Reduced Edit Sequences
C 1 =e...9qI fi : . S .
Qiiie,q(igsuae L;)?[efiﬁofs, ?:;(ZOF))T (I)X (Iifl?rthermordg — At this point, it is productive to ask why we care about

&(8) = 0 and = &(8) = &(&y) - 1. ' reduced edit sequences. Let reference strimpe the

CRS, target string$ and ybe mtDNA strings and let,
Queuea is a suffix ofs, if the last edit operatiorg,,, ' (v & £) ands, =s(s, a, y). Edit sequences, and
in s, has address &) <n = B| - 1. Furthermorek = m’ S (@nd reference string) can be used as a means of
+1,&(@) = &(en) + [ () #d], &(8) =nandl = + representingf and J; respectlvely. Th|s is significant
(&(8) — &(Ems 1) + 1). because large, conservative target strings are represented
by edit sequences that are substantially smaller. Hence,
calculating the edit distance betwegand yby usinga,
S: ands,, may lead to a more efficient utilization of
distributed computing resources for calculating edit
distance by increasing network throughput. Furthermore,
using a, 1 ands, can afford forensic experts seeking to
find a match for an mtDNA string the ability to store and
gearry large numbers of mtDNA sequences.

Case 2: Queug, =g ... g is a suffix ofs:

Case 3: Queug, = g ... g is neither a prefix nor a
suffix of s

Queuep is neither a prefix nor a suffix of if the
consecutive edit operationg. and ey in S have
addresses &) < &(gj1y) — [t(g) = d ]. Furthermorek
=j'+1and = (j+1) — 1 where &&) = &(g) + [1(g) =
d] and &@) = &(gjy) — 1.

Now that we know how to find the addresses o
members of trivial change queues, we need to find the®.2 Our Algorithm
symbols. Givens. = r(s, a, 8 ). Let cell D;; have a )
column whose address is that of a trivial changd-€t £# and y be target strings of lengths and n,

operation. Let functiomi( j) return the number of insert €SPectively. Le&, =r (s, a, f) ands; =s(s, a, y)
edit operations irs, whose addresses are less tharet and let (&x;<m-1) and (&x,<n-1). We want to know the

functionnd( j) return the number of delete edit operations/€ngth of the longest common prefix of the substrifgs
in s whose addresses are less than or equalltoorder Bn-1 @nd ) ... Jha(i.e. the degree of agreement

to find the symbols in trivial change queues, webetweens and y). We will now consider how the deg_ree
discovered thaud( j) —ni(j) =i —]. of agreement betweefi and y can be calculated using

Sincend( j) —ni( j) =i —j it follows thata; = g+ nag) - reducpq edit sequences that represﬁntand V. by
wo- If @ = at o) then we can say that= atay . ngg _ng. ~ SAMINING how our algorithm deals with the different

Since the address efis equal to the columplabeled by types of edit operations Fhat comprise our edit sequences
Dij, We can say tha = jta; . nag - nig- Hence, givenyand ~ Used to represent our strings.

s, we can acquire the address and symbol associated withCaS€ 1% or x; is the address of a member of a delete
each trivial change operationsn queue.

Given elementB, lett, = Partition &, X) return edit In this case, we .do not have any symbols to compare;
sequencet, whose elements are comprised of thosd'®nce, we will simply traverse to the end of the
elements of, whose addresses are greater than or equ&fSPECtive queues.
to x. Lete = GetOp§, y) return the first edit operation  CaS€ 2:x, and x; are the addresses of members of
found ins whose address is greater than or equajl.to trivial change queugs andp,, respectively.

Let 4 be a trivial change queue, the following Let I, be the last member @f and letl, be the last
pseudocoden = Recover, x) shows the procedure for Member ofp,. Lete, be a member of;, and lete; be a
finding trivial change queues &. The code is initialized MeMber ofp, where e=xCay, €&=XaCay, W=X1+Nth (X))
by a call to Partitiong, x). —Nig(x1) andy=x+ndy(xz) — Nix(x;). If w =y, thend((x,+ n)
0 = Recovert, X) tow+n) = 8((X+ N)tay +n) for 0 < n < min(g, h), whereg =
1.e = GetOpt, X) {e. ... k}} and h = {e ... b}|. Hence, the degree of

2.if(e==ey && &(ey)>0) //Case 1 agreement will be mimgy h).
21.k=0 Case 3x; andx, are the addresses of memberg of
2.2.1=&(8) and p,, respectively and neithes; nor p, are trivial
23.returnfi=¢... ) change queues nor delete queues.

3.if(e==en && &(ey)<n=P|-1) //Case 2 Let g ande, be members gf; andp, respectively, and
31k=m+1 let &(g) = x; and &@) = x.. Let g, ande, be the last
3.2.1=m + (&(e) — &(En+ 1) + 1) members of queugs andp,, respectively. Let be the

3.3. retumpi =6 ... 8) degree of agreement betwegrand . We compare the

4. if (e==g && &( €;)<&(g+1y)-[t(ej) ==d]) //Case 3 symbols associated with these queues sequentially using
41.k=]"+1 : ) . the following loop.

4.2.1=(j+1y -1 Lr=0
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2.¢c=0 4.1 Performance Comparisons between théo,
3.9=&(g) —x Ibp and les Algorithms
4.h=&(e) —% .
. . __ What follows are measurements of the time and memory
5. éVfi"eéC;CT"I(g- h) && Jg+c) == d&+)) usage performance of the, lbp and les algorithms. The
5'2' F=r+1 algorithms use as input 500 randomly selected members

n;rom a sample of 200,000 randomly generated mtDNA

r\itrings. The algorithms were executed on a 700-Mhz Intel
entium 3 computer using the Redhat 7.0 operating system.
The figures below compare with les andlbp with

We now present the pseudocode for the algorith
responsible for calculating the degree of agreeme
betweenSandy using edit sequences.
int GetAgreement{;, S, X1, Xo)

1., = Partition61, x,) les re_spe_ctively. _They indicate _that, as expec_:ted, when
2. t,, = Partition&o, %) the edit distance is small (meaning that the edit sequence
3.r=0 used to represent a string is small), lggalgorithm will
4.for(i =j = 0;% <|8 && %> < ) finish executipn more qui_ckly. .
41, =i+ [t(ta]i]) ==d] /ICase 1 The foIIov_vmg tables mcﬁcate the time and memory
42, j=j+[ttoj) ==d //Case 1 consgmed in _the execu'uo_n of olio, Il_:)p and les
4.3. u=x;+nd(xy) —ni(x) algorithms. While _the execution time flas is peaten by
4.4, W=X,+nd(X) —Ni(Xy) Ibp, les asserts its usefulness by requiring far less
45. ¢c=0 memory tharbp.
4.6. p, = Recover, X;)
4.7. p, = Recovert,, X,) 3 30 lesvs.lo
4.8. if((p1#0 && p, #0) && u==w)//Case 2
4.8.1. g-= |{el |1}| a5k
482. h=|{e ...bL} ’ .
4.8.3. b=min(g, h) 2
484. X =x+b g 7l x ” e
4.8.5. X2:X2+b \G-EJ/ S x L ox x S
486. r=r+b =Rl o
4.9. else /ICase 3 ] .
491. g=&()-X 27 L °
4.9.2. h=_&(e)—x 0 °
4.9.3.  while(c < min@, h)&& A&+ )==A&+c)) 05F 050"
49.3.1c=c+1 L o0 ° °
4932r=r+1 0 T —
4.9.33x =x +1 2 4 6 8 10 2 14 16 18 20 2
4.93.4% =%+ 1 Fdit Distance
4.9.3.5.f (Ag+c) # A&+c)) Figure 1. Time used to calculate edit distance usirlgs (o)
410, 4|9:I|3fcl returnr andlo (X)
411. j=j+c X 10" les vs. Ibp
5. returnr 2 ‘ ‘ ‘ —
4. Performance Measurements 18 ’
In this section, we use a lazy implementation of Ukkonen's < L6r .
edit distance calculating algorithm that has as input: g 14 °
1) Ordinary, uncompressed strings < 12} °
2) Strings whose elements are represented as bits E L
3) Strings whose elements are represented using reduced$ o .
edit sequences g 08 s .
The algorithms responsible for calculating degree of = 06} . ° o
agreement using these strings as input are desiglmted 04} ° o e *
Ibp andles respectively. Note thdes incorporates the ozl R
GetAgreement algorithm mentioned above. Furthermore, RN
note that when we speak of performance ofithébp or 6 8 10 12 14 16 18 20 2

les algorithms in our measurements, we are in fact Edit Distance

referring to either the performance of tloe Ibp or les ) . o )
invoking version of Ukkonen’s edit distance calculatingFigure 2. Time used to calculate edit distance usirlgs ()
algorithm mentioned above. and Ibp (X)
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4.2 Query throughput Performance Comparisons Intel Pentium 4 computers, respectively, and were each
in a Distributed Computing Environment Uusing the Windows XP operating system. Network

Usina the la Ibp and lesAlgorithms performance was measured using Jperf 2.0 [9].
g 9 1op g We see that when queries are submitted in a distributed

A query is defined as an mtDNA string submitted by acomputing environment, thées algorithm can accept
client to a server. Query satisfaction is defined as thenore query strings transmitted and therefore allows our
determination of which mtDNA strings residing on ales algorithm to achieve greater query throughput than
server fall within an edit distance threshold of the queryeither thebp or lesalgorithms.

Query throughput is defined as the number of edi :

distance calculations performed in a second whilé5' Conclusions
satisfying a query. The following tables provide This decade has witnessed three major disasher9/11
performance measurements in terms of query stringattacks, the Indian Tsunami and hurricane Katrina. In the
submitted per second and queries satisfied per second faake of such disasters, identifying people who have
the lo, Ibp and les algorithms in a LAN and WAN perished is of paramount importance.

distributed computing environment. The algorithms used The usefulness of thies algorithm is asserted by the
as input 200,000 randomly generated mtDNA stringsfact that it consumes far less memory than competing
The queries were transmitted on a 1GB LAN where eachlgorithmslo andlbp. This means that greater information
network node was a 3.2-Ghz Intel Pentium 4 computethroughput may be achieved on a network and thus
using the Debian GNU/Linux 3.1 operating system. Thegreater use of distributed computational resources is
queries were also transmitted on a 54MB wireless WANacilitated.

where the client and server were 2.2-Ghz and 2.4-Ghz Moreover, this means that forensic experts can store
far more mtDNA sequences using tles algorithm than

Table 1. Time consumption (microseconds) they could if they were using the mtDNA strings required

les Ibp lo by lo or Ibp algorithms. Having the ability to store a huge
Average 79 43 172 number of mtDNA sequences by forensic experts could
Minimum 12 13 145 prove to be a boon by those forensic experts charged with
Maximum 185 83 234

the duty of identifying the remains of people after a
major disaster. Having the ability to draw from a vast
database of mtDNA strings increases the likelihood that a

Table 2. Memory consumption (bytes)

les Ibp lo match can be made between the mtDNA collected and
Average 337.6 8494 33777 the mtDNA stored in a database.
Minimum 300 8494 33777
Maximum 372 8494 33777 6. Acknowledgements
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Wesley, 1997.
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ABSTRACT

The need of communication protocols in today’s environment increases as much as the network explores. Many new
kinds of protocols, e.g. for information sharing, security, etc., are being developed day-to-day which often leads to
rapid, premature developments. Many protocols have not scaled to satisfy important properties like deadlock and
livelock freedom, since MDA focuses on the rapid development rather than on the quality of the developed models. In
order to fix the above, we introduce a 2-Phase strategy based on the UML state machine and sequence diagram. The
state machine is converted into PROMELA code as a protocol model and its properties are derived from the sequence
diagram as Linear Temporal Logi{€.TL) through automation. The PROMELA code is interpreted through the SPIN
model checker, which helps to simulate the behavior of protocol. Later the automated LTL properties are supplemented
to the SPIN for the verification of protocol properties. The results are compared with the developed UML model and
SPIN simulated model. Our test results impress the designer to verify the expected results with the system design and to
identify the errors which are unnoticed during the design phase.

Keywords. UML Modeling Communication Protocol$rotocol Verification SPIN Tool

1. Introduction

Due to the huge complexity of modern software systemsstate charts and activity diagrams. Next they are
it is required to specify precisely what a softwaretranslated as a combination of state charts with the
component should do and how it should behave [1]. If theemantics of activity diagrams into PROMELA
final implementation deviates from the expected behaviofPROcess MEta LAnguap#l]. In the second phase, we
then the use of the developed component may fail. Thidesign the communication view using UML sequence
also applies for the development of communicatingand timing diagrams. The model properties are translated
protocols as they are merely implemented in the softwarénto a temporal logic and imported together with the
Currently, most of the protocols are developed througfiPROMELA code into the model checker SPISlinfple
the natural, informal language because it is easy t®romela INterpreter [5] for verification. Furthermore,
understand. Special languages known as formalve illustrate the importance of UML in developing and
description Techniques (FDTs) have been developed f&PIN in verifying the communication protocols through
an unambiguous specification of the software. FDTsur approach.
distinguish from programming languages by having a The paper is organized as follows. In section 2 we give
formal semantics. Programming languages, such as Jawashort overview of related work. Section 3 illustrates the
or C++, have only a formally defined syntax. In order toMDA approach applied to the development of
back-up such languages, tbeified Modeling Language Ccommunication protocols. Section 4 presents our 2-phase
2 (UML 2) [2] is a collection of semi-formal standard design and verification strategy using a case study as
notations and concepts for modeling the software systenample. Some final remarks and an outlook on future
at different stages and views during their development. Work which concludes the paper.

The development process is supported by Nuslel

Driven Architecture(MDA) concept [3], which is UM State Diagram UML Sequence Diagram
initiated from the Object Management Group (OMG). 1 l

The UML sgmar_mcs is describe_zd in_nz?\tural English PROMELA Temporal
language which includes semantic variation points that Property
leave some semantics issues deliberately open. This \ /

desirable property represents a drawback from the

verification point of view. To cope with the above ’ SPIN Tool ‘

problem we propose a 2-phase strategy (see Figure 1). In

the first phase, we model the behavior view by UML Figure 1. 2-phase strategy
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14 Designing and Verifying Communication Protocols Using Model Driven Architecture and Spin Model Checker

2. Related Works specified using a formal notation (UML diagrams) or an
- informal notation (natural language). Automated tools
An approach for the formal verification of UML || be used to map the platform independent models
diagrams, such as class, state and communicatiofhto the specific platforms. The final step takes PSM as
diagrams, is presented in [6]. The approach applies asn input to produce the implementation for a particular
object oriented language, called tMaudg for verifying  platform using a transformation tool.
the static and dynamic features of object oriented .
specifications. Maude is based on rewrite Iogic.3'2 Communication Protocols

According to [7], there is no proof of correctness (due toA communication is carried out between a sender and a
the missing UML semantics), when a UML model isreceiver over a physical medium using an authorized
translated into PROMELA. To overcome this drawbackservice provider. The service is provided by means of
the static and dynamic verification is carried outcommunicating entities. These entities are active objects
individually and integrated into the final validation stage.exchanging messages with their environment. The service
The verification of the UML class and activity diagramsusers interact with the entities by exchanging service
is illustrated for a simple protocol in [8,9]. The activity primitives throughservice access pointéSAPs). Each
diagrams are converted into an FSM (based on behavior§AP is uniquely mapped to an entity which handles the
Thereafter the FSM is converted into PROMELA throughPrimitives and maps them oprotocol primitives or

an intermediate language. Most of the above specifiel%?rOtOCOI data units (PDUs), respectively, that are send to
approaches illustrate how to verify the UML state the peer entity. The e_xchange of th_e_protocol primitives is
diagrams. The open issue is how to specify and verif)pased on r_ules which are specme_d l?y means of a
communication protocol properties in detail. AccordingCommumc"ﬂIOn protocol. A communication - protocol

to our concern, the protocols can be efficiently develope(gezgir]!biis ttr?ee timte?raggngegfgi\;'?ge Ofrot'[r(])iolen:IiJ[rlr?izvgs)/
if they are verified simultaneously while modeling. In pectlying y s€q P b

order to fulfill the concern, we specify and verify the exchanged. Furthermore, the format (syntax) and the

o eaning (semantics) of the messages are defined.
protocol properties in the Platform Independent Modelm ing ( ics) g I

(PIM) and the Platform Specific Model (PSM) 3.3 MDA and Communication Protocols

independenty. The following template for the design of communication

protocols consists of three components, namely: the

3. Architecture Template for Communication model designer, the model mapper, and the system

Protocols generator (see Figure 2). These are illustrated with
3.1 Modd Driven Architecture respect to PIM, PSM, and the code generator in the
' following.

Model driven architecture is an approach to software 1) Model Designer
development based on the modeling and automated The model designer has the task to model the proposed
mapping of models. MDA has divided its componentssystem based on the requirement specification. The
into two important parts, namely PIM and PSM, whichmodeling is carried out by means of the UML, teta
are discussed in detail further as basis. Object Facility (MOF) for the data repository, and the
The Platform Independent Modé$ a model with a Object Constraint LanguagéOCL) for the external
high level of abstraction that is independent of anysemantics. The hardware and software may be modeled
implementation technology [10]. A modeling languagetogether or separately. Further on these models are
capable of generating all the required artifacts such as t@mbined by the model integratointegrated modgl
Unified Modeling Language is required at this level.with the help of external semantics (supplied through
According to [3], the PIM provides two basic advantagesOCL), which can be introduced automatically or
First, the person responsible for defining the functionalitynanually. The advantage of designing hardware and
do not have to take any platform details into thesoftware models independently is that both of them are
consideration while modeling, which gives the designer @0t considered about the dependency. This gives the
freedom to concentrate and focus only on the logical ruledeveloper the freedom to focus on system design rather
Second, since the functionality is pure from anythan on programming details. When considered to the
implementation details, it is easier to produceprotocol development, the service layer and protocol
implementations on different platforms. The PIM islayer are independently developed in this phase.
stored in the Meta Object Facility (MOF) and serves as 2) Model Mapper
the input to the mapping step which will produce a Themodel mappemaps the PIM to PSM by means of
Platform Specific ModelThe PSM’s can be described in an appropriate domain specifier. It consists of three
one of two ways: 1) using UML diagrams (class,different components: theDomain Specifier for
sequence, activity etc.) or 2) using interface definitions irspecifying the target domaiiyansformation Rules.e. a
a concrete implementation technology (IDL, XML, Javamodified Query View Transformation (QVT) [11] is a
etc), but in both cases the behavior and constraints agandard set of rules to map the UML profile to the
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particular domain, and (preferablML profilesfor the  Top down

specification of appropriate models (say protocols). Thee Development is from the scratch and to the target
possible input of the model mapper is UML and the code.

output will be of XML Metadata Interchange (XMI). The « Step by step process, which can be easily debugged
transformation process is carried out by an appropriate or traced.

transformative algorithm which reads the required model« Deviation / Refinement are possible at any cost of
(UML profile for communication systems) and applies time.

the QVT rules. The possible outcome of the model

mapper is the UML profile based specification modelsBottom up

The transformation method is not strict with the « Development is from the code and to the
communication system profiles, based on the requirement specification model.

the profile can be chosen from the repository. « Due to the generalized conversion of the XMI, any
3) Model Checker and Model Verifier tool is capable for the conversion of platform independent
The model checkes used to validate the structural models.

behaviors of the developed models. The semantics of By the above, the complexity and the development
PIM are not much validated in this phase because theode is systematically reduced with the proposed
PIM illustrates only the logical solution to the particular template.

problem. Hence, the structural behaviors are . e . .
independently verified and combined by the integratecf" Design and Verification of Communication
model. The model verifiechecks the logic after model ~ Protocols

mapping. In completion of the model mapper phase, thgommunication protocols can be distinguished in two
model verifier is introduced to check the static andgifferent viewpoints:  the  behavior and the
dynamic behaviors of the mapped model. Thecommunication oriented one. They can be matched with
verification results from the PIM and PSM are matchetthe UML models as illustrated in the Table 1. The further
by comparing both of the results. Here, the SPIN tool igliscussion is based on the above template for protocol
used along with formal verification techniques to checkdevelopment, i.e. we illustrate how the protocol is
the behavior of PIM and PSM. designed and verified through this template.

4) System Generator .

Finally the code generation is carried after a successfft-1 Model Designer

mapping of the model to a particular platform. The targetro illustrate the work flow of our method, we use an
code, such as C++, Java, .Net or SystemC, can hsxample case study of te&Xample Data TransfeiXDT)
generated by the development tool including theprotocol [12] which is being used as teaching protocol.
appropriate library files and plug-ins. With help of XMI, XDT works on a distributed environment to transfer large
which is the (preferable) output code from the previoudiles over an unreliable media using tlge back N
phase, the code is generated automatically. The generatptnciple. The XDT protocol description consists of a
code is validated thereafter by testing. service specification and a protocol specification which
By addressing the advantages in the above templatfoth include a data format specification. The connection
we can consider the top down and bottom up development &stablishment uses a two-way handshake and assumes
that the XDT receiver always accepts new connections.
The sender makes an initiative for transmission to the
receiver by means of an XDATrequ service primitive.
The new connection is indicated by an XDATind
primitive. The protocol indicates the successful
connection set up to the sender by XDATconf.

After this, the data are transferred by means of a DT
message. However in certain cases, the service provider
may not preserve the order of the data units. In this case,
the ABO data unit is initialized to abort the connection.

Table 1. Comparison of protocol and UML viewpoints

Protocol Viewpoints UML Design Viewpoints
Behavior oriented Behavior design

What are the behaviors of eachWhat should happen in
communicating entity? the system?
Communication oriented Interaction design

What is the concrete commu-, .
. What is the control flow
nication exchange between the

i of the data?
Figure 2. Template for protocol development entities?
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16 Designing and Verifying Communication Protocols Using Model Driven Architecture and Spin Model Checker

This is indicated to the users by a XABORTind service

primitive. XBREAKind is initialized to stop the
transmission for a certain period, if tge back Ndata
buffer is full. The end of transmission is indicated by
setting the parameteeom in the final data unit of
XDATrequ and XDATind primitives. The connection is
released implicitly, indicated by an XDISind primitive at

the sender and the receiver side, after successfully
transmitting the last data unit. The further explanation of

the XDT protocol can be found in [12].

Figure 3. Use case diagram for XDT protocol

@)

XDATind_I/ACK_1/DT

XDiSind/Timcout {1/ABO DT_F/ACK/XDATind

(b)
Figure 4. (a) State machine for XDT protocol-sender;
(b)State machinefor XDT protocol-receiver

Copyright © 2008 SciRes

Figure 5. Sequence diagram for XDT data transfer

As a first phase we design the behavior view point by
UML use case diagram (see Figure 3) to identify the
entities, activity diagrams for the static behaviors, and
state machine diagrams (see Figure 4(a), 4(b)) for the
dynamic behaviors. Figure 3 i.e. the use case diagram
visualize the developer to identify the possible service
(XDATrequ, XDATind, XDATConf, XABORTiInd,
XBREAKInd, XDISind) and protocol (DT, ACK, ABO)
primitives of the protocol. The activity diagrams are used
to determine the internal behaviors of the protocol (in
which only the semantics are specified). The state
machines in Figure 4(a) and 4(b) are the core part for the
development. They determine the external behaviors of
the protocol by combining the service and protocol
primitives. Figure 4(a) and 4(b) represent the sender and
receiver part respectively.

As a second phase, we further use the behavior
viewpoint as a base and design the communication
viewpoint through the sequence (see Figure 5) and
timeline diagram to identify the control flow. Figure 5
represents the dynamic behavior of the data transfer state
(i.e. connected state in the Figure 4(a) and 4(b)) of the
protocol. The same kind of sequence diagram is modeled
for all states of the XDT protocol. These sequence
diagrams are used further for verifying the protocols.

4.2 Mode Checker

To ensure the quality of the developed protocol through
the template, the protocol properties (see Table 2) like
deadlock, livelock freedom are considered for evaluation.
In further we consider our two phase mechanism for
verifying these protocol properties.

Phase 1: We retrieve the behavioral viewpoints
through the UML use case and activity diagrams from the
earlier stage. Later these models are translated into the
PROMELA via the UML state machine, where the SPIN
tool interprets the code. The difference between our
approach and others is the following. We use the state
machine diagram as a base for the PROMELA translation,
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and the semantics from the activity diagrams are added {
specify the protocol properties. Since the UML is a

OPP:1

# define p (Data[sequ].sequ == S_N) /* Sender Sequence

; - : umber */
semant!c—less language, we use the activity dlaglram. 8S| 8, define q (Datafsequ].sequ== R_N) /*Receiver Sequence
semantic for the UML state machine model, which is & number */
major advantage. Instead of using external semantics in/«f p becomes true at one state, q should become true at least
PIM, the internal semantics makes less complexity ang once;

h Here by assigning if p (sequence number) is true in Sender,
then g (sequence number) should be true in Receiver */
Nnever {  /I(0 (@)= () *
Start_S: if
= (1 (q) && (p)) — goto accept_S
 (1)— goto Start_S ; fi;
accept_S:if :: (!(q))y> goto accept_S; fi;

easy usage. The translated PROMELA code is shown i
the Figure 6. The protocol entities are described throug
the keywordproctypeand the states withrogress The
code resembles like a C code which is easy to interpre
the model. Reference [4] for complete syntax of the
PROMELA.

The SPIN model checker executes the PROMELA
code and the verification result is produced. The result The idea behind the conversion is that; instead of
ensures the quality of the protocol properties likeidentifying the worst cases in the communication
deadlock, livelock, code coverage through its behavior. protocol, we look for the failure of best cases (successful

Phase 2: To confirm the data flow properties like data transmission) which results in identifying the worst
liveness, the UML sequence diagram is retrieved fron¢ases. This is due to the probability of identifying the
the earlier stage and it is converted into a Lineatvorst cases is very less than the probability of best cases.
Temporal Logic (LTL) [13]. The LTLs are mathematical By means of this LTL, it is easy to identify the failure
annotated formulae to make statements on a linearlgases like the possibility that sender becomes true and
progressing time. Since, it is difficult to convert all the thereafter the receiver remains false forever (or) the
UML sequence properties into an LTL; we use anothepossibility that sender becomése before the receiver
technique known aBrotocol Predictor(PP). It identifies ~ becomestrue. Further this code is imported as a supple
the best case criteria in the sequence diagram and markentary data to the PROMELA code through the SPIN
the event through a unique identifier, e.g. PP:1. Théool for verification. The SPIN model checker validates
Protocol Predictor is an automated algorithm for UMLwhether the property holds or not. By investigating this
sequence diagram. It reads the sequence diagram afyppe of combination from the sequence diagram, it is
maintains a periodic log for all service and protocoldetermined that an error-free model is designed. The final
primitives. The Protocol Predictor has a pre-definedresult is obtained by transferring five sample protocol
common rules like, the data should be transferred onlprimitives from the sender to receiver entity in the SPIN
after a proper acknowledgment; the sequence numbévol. The tool simulates the PROMELA code as a
should be verified periodically etc. Based on these rulegraphical state chart (see Figure 7) to identify the
the algorithm generates the LTL property for the requiredlynamic behaviors and verifies the defined (PP:1)
protocol. In our case, consider that the protocol igprotocol property simultaneously. The verification output
working efficiently by transferring the data with sequencefrom the SPIN tool is shown in Figure 8 with the number
number to the receiver. Here we can predict that thef depth reached, state and transition explored. Figure 8
sequence number from the sender and receiver should Bleistrates that no deadlock, livelock is detected in the
equal at any time. To do so, we consider the existing LTlverification and the five protocol primitives are
property from SPIN as ((p) = (0qg)) with PP:1 and transferred successfully. The designed model (see Figure
shown in the following code. 5) is been compared with the SPIN simulated model (see
Figure 7). The data transfer phase (second iteration of the
Figure 7) is matched perfectly with the designed model.
This ensures that the design model is verified for the
correctness properties. The advanced LTL property

pt

}

Table 2. Communication protocol properties

Condition Properties
Absence of The system never enters a state that cannot be

verification represents the model is checked for the

Deadlock left due to a missing or occupied resource .
Absence of The system never enters cycles that cannot be protocol properties.
Livelock left due to a missing or occupied resource. 5. Final Remarks
Code Each statement defined in the system can
Coverage  potentially be executed. We have discussed about the need of model driven
Liveliness  £ach state of the system can be reached from architecture in designing a protocol for dependable
the initial state. ; g
The system can react to unexpected, unusual systems and. the importance of verification. From.the.above
Robustness missing events ; discussion, it is well understood that the combination of
Termination T final state or an idle state for cyclic MDA technique and the SPIN tool is a reasonable match
systems can always be reached. for the communication protocol development. MDA has
Recovery  The system can recover to a normal state the advantage of rapid system development and the SPIN
from within a limited time after an error has provides a powerful verification mechanism. Since it is
Failures occurred.

Copyright © 2008 SciRes
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active proctype Sender_Entity()
/* Sender Protocol Specification */

active proctype Receiver_Entity()
/* Receiver Protocol Specification */

progress_phase_connect_s:
XS_XR!Data[1]; i

accept_Sender: ::XS_XR?Data[1] -> goto

if progress_Data_Transfer_r

:XR_XS?Ack[1] -> goto Transfer ::else -> goto progress_connect_r

:else -> goto progress_phase_connect_s; fi;

progress_connect_r:

fi; progress_Data_Transfer_r:
Transfer: if
atomic { :XS_XR?Data[sequ] ->

progress_phase_Data_Transfer_s:
If fi;

(! go_back_N) && (! B_break) -> end_Receiver_Entity:
sequ = sequ + 1; XS_XR!Data[sequl]; }

fi; }

end_Sender_Entity: }

Figure 6. Promela code for XDT protocol

Figure 7. M essage sequence chart from SPIN simulation

(Spin Version 5.1.4-27 January 2008)
+Partial Order Reduction

Full statespace search for:
never claim  +
assertion violations + (if within scope of claim)
non-progress cycles+(fairness enabled)
invalid end states-(disabled by never claim)

state-vector 692 byte, depth reached 149, errors:0
3816 states, stored (8976 visited)
9673 states, matched
18649 transitions (=visited+matched)
6286 atomic steps
hash conflicts:  2(resolved)

Figure 8. Result obtained from the SPIN tool

effectiveness was measured with the UML sequence
diagram and the SPIN chart. As a shot term vision, the
architecture template and verification strategy has developed
on the basis of the MDA approach with the PIM as
example implementation.

The further work of the proposed research is to build
an automated architecture template for communication
protocols. The pitfalls in the existing MDA approach like
explicit semantics with standard specifications will be
incorporated by proper solutions. It is also planned to
develop UML components for the communication
protocols. The basic behavior of the protocols will be
pre-defined as a component through sequence diagram.
Later the sequence diagram will be used in the rapid
development as drag-an-drop. Since, we focus to develop
a common approach; the same can be used in any
protocol development. As a long term vision, the
implementation of the developed architecture will be
carried out with a real-time peer-to-peer intrusion
detection protocol from design to deployment stage.
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ABSTRACT

This paper introduces a two-layer UDP datagram-based communication framework for developing networked mobile
games. The framework consists of a physical layer and a data-link layer with a unified interface as a network
communication mechanism. A standalone two-player mobile game, such as a chess game and the like, can be easily
plugged on to the communication framework to become a corresponding networked maobile game.

Keywords. Software Framework, Games, Networked Mobile Games, Network Programming, Games in Education

1. Introduction

The game industry is growing very rapidly with a speed Since a networked game consists of the client site and
of “a near doubling in size in a two-year period” [1]. Thethe server site, which are connected by a communication
mobile devices, especially cell phones, are gettingnechanism, usually the development of a networked
popular and have been a solid part of our daily life. Irgame starts the discussion of network programming and
turn, mobile games are growing even faster than desktopPplies the client-server model to divide the networked
games. According to Informa Telecoms and Media, thdfame into two parts. Consequently, the traditional way
worldwide market for mobile games will grow from for developing a networked mobile game is emphasizing
$2.41 billion in 2006 to $7.22 billion by 2011. Juniper O" the separation of client and server at the early stage as
Research projects that global revenues of mobile gam own in Figure 1 (a). It is the result that both the client

will grow from $3 billion in 2006 to $17.5 billion by and the server usually are a mixture of the gaming code
with the communication code [10-14].

2010 [2].
In addition to the growing and the demand of industry
market, technically games including mobile games are | MiDlet
the integration of Humanities, Mathematics, Physics, -
Graphics, Multimedia (images and audios) technologies, Server Client

Artificial Intelligence, Visualization and Animation,
Network Structures and Distributed Computing,
programming knowledge and skills, and so on. They communication communication
provide rich teaching materials and engage students for
learning. The demands of the game job market and the ()
special features of gaming itself promote a new
pedagogical method by using games for educations [3-7]. | MiDlet |
We have studied the approach for teaching Object- server client
Oriented Programming (OOP) and Component-Oriented | Game server | | Game client |
Programming (COP) via gaming [8,9]. Furthermore, we have
extended the teaching contents to the field of networked | | ‘ |
aming. From the technical point of view, the major | .
giffere?lce between the standarl)one games and netw;rked | Comm server Comm client |
games is the network communication. Considering the
special environment of the networked mobile games, they (0)
usually are preferred to be based on the peer-to-pe€igure 1. (a) A traditional strategy; (b) A new strategy
communication. Thus, the UDP protocol is widely used. for developing a networked mobile game

A game user interface || A game user interface

Copyright © 2008 SciRes JSEA
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2. A New Problem Solving Strategy

In fact, usually we have had a standalone game already, [ [ [ \

and then we WOU|d |Ike to develop the Standalone gaméStreamConnectionNotifiHrDatagramConnecti%lnputConnectiod‘ OutputConnectiorﬁ
to be a networked game. That is, the gaming code and the ?

Communlcatlon Code are the results Of two Stages oﬂ ServerSocketConnectiqn‘ UDPDatagramConnectibnl StreamConnectior||
development. Furthermore, if the communication mechanism ‘ T

. - [ |
can be modulated as an independent attachable unit that [ SocketConnectio] | ContentConnectioh| CommcConnection
perfor_ms the functionality of passing messages between
the client and the server, then it not only increases the
reusability and maintainability of = the communication

code but also makes the transition from the standalone
game to the networked game easier.

Following this strategy, we have modulated the
communication mechanism as an independent attachable
unit with a simple unified interface. Then, two game
graphical user interfaces of a standalone game, which
represent the client and the server, can be plugged on to
the independent communication mechanism through the
unified interface for structuring a networked mobile game
as depicted in Figure 1 (b). It clearly separates the
gaming code from the communication code and allows
the communication mechanism can be completely reused
for any networked mobile game.

3. Manipulating the UDP Programming Template
Figure 3. The programming template of UDP protocol

For implementing the new strategy, we apply the UDP
datagram protocol for making a peer-to-peer environment. After the server receives the message sent by the client,
By manipulating the UDP datagram communicationthe server should be able to echo the message back to the
mechanism in the following steps, the independentlient. That is, the client needs to prepare for receiving a
attachable communication mechanism has beemessage and the server needs to send the message that it
structured. just received to the client. The complete programming
First of all, a UDP programming template is derivedtemplate is shown as Figure 4. This bi-directional
for depicting its communication mechanism. As we knowcommunication mechanism establishes the communication
that J2ME network programming is based on the Generighannel and reveals a very symmetric communication
Communication Framework (GCF) that is illustrated assystem. The only asymmetric codes are referring to the
the connection hierarchy shown in Figure 2. Theaddresses passing, which are marked with the bold face
connection hierarchy has three major interfaces: Conteny the figure.
Connection for accessing web data; Datagram Connection for Considering the symmetric scenario, the receiving and
packet-oriented communicati_on;_and Stream Connec_tiogending functions can be moved to a physical layer so
for stream-based communication. No matter whichnat the details of the receiving and sending operations

interface, a foundation class named Connector is used {Q, pe hidden. The added physical layer changes Figure 4
establish a MiDlet network connection. For mobilet0 Figure 5.

games, the more realistic network option is the UDP
protocol based on the Datagram Connection because of

Figure 2. The connection hierarchy of MIDP

- . . Server Client
the limited bandwidth of the mobile phone networks. The _ _

) sdc= (DatagramConnection) cdc = (DatagramConnection)
programming template of the UDP protocol can be | connectoropen(‘datagram://:1234”) ‘ Connector.open(‘datagrans#ver
depicted as in Figure 3 rldg=sdc.newDatagram(len) ‘ 12347)

Where, sdc stands for server datagramConnection; cdg screceivele) String msg = “Hello”
stands for client datagramConnection. The server builds_bockeduntilacientsend « bytel] bytes = msg-getby ()
address = dg.getAddress() dg = cdc.newDatagram(bytes, bytes.length)

up a sdc and prepares an empty datagram packet dg fQ{ug cetiength>0)

receiving an input message. And then calls| stingdata=new string(dg.getDatal), 0,
sdc.receive(dg). Whenever the receive() method ig—2etersi)

invoked, the server process is blocked waiting for the stingmss="Thankyou" :
. . . . . yte[] bytes = msg.getBytes() blockeduntila server send
incoming message from the client site. When the client . _ ... .cuoatgrambytes, bytes ength, /

builds up its cdc, it creates a datagram to contain itsaddress) o String(cl.get0150), 0,
out-message and issues send() call to send the message-sendie dg getLength))

out. The server, then, gets the in-message and stores it in
the empty datagram packet. This programming templatEigure 4. A programming template of the bi-directional
establishes the connection from the client to the server. communication

cdc.send(dg) ‘

cdc.receive(dg)

dg = cdc.newDatagram(len) ‘
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Server Client }
sdc= (DatagramConnection) ‘ cdc = (DatagramConnection) } catch (|OEXCEpti0n EX) {
Connector.open(“datagram://:1234”) Connector.open(‘datagram:/ser i .
ver1234) ex.printStackTrace();
‘ dg = phy.receive() }\{ }
phy.send(“Hello”, null) |
msg = new String(dg.getData(), 0, return dg,
dg.getLength()) . }
address = dg.getAddress() ‘ dg = phy.receive() ‘
msg = new String(dg.getData(), 0, ‘
| Phy:send(“Thank you', address) dg getlength() Due to the fact that two methods are shared by both the

client and the server, they form critical sections. In order

Figure 5. A physical layer for sending and receiving  to protect these two critical sections, both methods should
(phy.send() and phy.receive()) be a synchronized method. That is, only one process can
) ) ~_ enter the methods at a time. Unfortunately, both methods
Obviously, in order to test the communication coniain sdc (server's datagram connection object) and

mechanism shown in Figure 5, an application should bg . (client's datagram connection object). As we know
developed. The simple chat application is selected as 3Hat when one process, say the server process, invokes the

example. Its user interface only needs a TextFiel eceive() call, it should be blocked until the other process,

component for the user to type in out-messages and tRe client process, issues a send() call. Therefore, when

Stringltem component for displaying the in-messages . )
Definitely, the chat communication should be the server invokes the method phy.receive(), not only the

continuous process until one of partners stops th&€Tver process itself will be blocked but also the other

chatting. For that purpose, a loop is added to keep tHarocess, the client process, will be blocked too due to the

chatting process continuous and a sending command %/nchronized protection blocks both resources sdc and

used by the users whenever they make their messagedC inside the phy.receive(). That makes the client

available for sending. process unable to invoke the send() method for sending a

Unfortunately, this version of the chat applicationMessage to release the server process since the cdc is
experienced both deadlock and duplicate messad@OCked- All these together cause a deadlock as depicted
sending problems. The problems are caused by th& Figure 6.
structure of the communication mechanism, which uses For overcoming this problem, the synchronized
the physical layer to contain both the phy.receive() andequirement for the phy.receive() has to be released. But,
the phy.send() calls. The codes of the phy.receive() anithis allows both processes to enter the phy.receive() at
the phy.send() are as follows. the same time and it causes a duplicate message sending.

These two phenomena forced us to move the receive()
public synchronized void send(String msg, String address) fnethod out of the physical layer and place it back to the

byte [] bytes = msg.getBytes(); original position and only keep the send() method in the
try { physical layer as Figure 7 shows. This continuous
if (address == null) { communication mechanism keeps the chat application
dg = cdc.newDatagram(bytes, bytes.length); working. Clearly, it makes both the client and the server
cde.send(dg); consists of three layers: the user interface layer on the top,
}else { the physical layer on the bottom, and a layer in the

dg = sdc.newDatagram(bytes, bytes.length, addressPT'1

iddle, which we gave a name to it as “data link layer”.
sdc.send(dg);

) Based on this layered structure, the user interface layer
} catch (I0Exception ex) { could be replaced by any game grap_h|cal user interface.
. However, the send Command designed for the chat
ex.printStackTrace(); . .
} application cannot be used for games since the players of
a game should be able to use key presses for playing the
game. Thus, between the user interface layer and the data

public synchronized Datagram receive(String name) link layer, a u_nified interfa_ce that COﬂSiSt.S Of_ two
{ methods: userinterface.receiveMessage(String inMsg)

try {
if (name.equals(“Client)) { clientSend()
} else if (name.equals(“Server”)) {
dg = sdc.newDatagram(100); waer

dg = cdc.newDatagram(100);
sdc.receive(dg); Figure 6. The deadlock scenario

}

cdc.receive(dg);
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Figure 9. The simplified UML diagram of the standalone
Figure 7. A continuous communication mechanism game Connect 4

and datalink.sendMessage (String outMsg) is inserted. By plugging two game user interfaces with the
This unified interface plays a role of bridge between theeommunication mechanism, the networked mobile game
user interface layer and the data link layer. When a playaZonnect4 is built up as shown in Figure 10 (a).

of a game triggers an action that causes the change of the

states of the game at one site, the new states will be sent

to the other site. The new states carried by the inMsg will

be further interpreted by an overloaded method

setParameters(inMsg) in the game user interface for

controlling the scene of the game. Through this unified

interface, the graphical user interface of any standalone

game can be easily plugged onto the communication

framework as summarized in Figure 8.

4. A Networked Mobile Game Connect 4

We take the Connect4 networked mobile game as an
example to demonstrate the application of the framework.
This networked game has been described in [10] and
implemented according to the traditional method. We
have re-designed and re-implemented it by using the new
framework. The same game implemented in different
strategies enables us to compare the two different
strategies for designing and implementing networked
mobile games. (a)

For using the framework, a standalone Connect4 game
should be developed first, and then add its game
graphical user interface on the top of the data link layer in
the framework through the unified interface. Because
both the client and the server will display the same game
user interface, we only need one game user interface for
both the client and the server with their own different
names, respectively. The standalone game Connect4 that
we have developed is described by the simplified UML
diagram shown in Figure 9.

(b)
Figure 10. (@) The turn-based networked mobile game

Figure 8. The framework for developing UDP datagram  Connect4; (b) The event-based networked mobile game
based networ ked mobile games Worm. (Theleft isthe server; theright isthe client)
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The players can control the networked mobile gamegame reusable up to 90% when it will be developed to be
Connect4 by using the right and the left keys to move tha networked game. The game logic wouldn't be
arrow for indicating the target column, and then thetouched for both the standalone and the networked
players can press the fire key to drop the piece on to theersions and all required parameters will be passed along
target column. They will take a turn to drop their ownthe channel for communication.
pieces with different colors (red and blue). Who will link Besides supporting networked mobile game
the four pieces with the same color together either alondevelopment, this framework is also a practical tool for
the horizontal, vertical, or diagonals, who will be theteaching network programming since the developing
winner of the game. process of the framework is a manipulation of the UDP

One of the important design considerations of gorotocol. From the manipulation process, students can
networked game is what information should be passebetter understand the functionality of the protocol. It also
between the client and the server. For the networkegromotes a sequence of analysis and synthesis processes
mobile game Connect4, there are two kinds of messagend enhances students’ problem solving ability. Going
should be sent. One kind of message only contains through the process for developing the framework, we
column value, which corresponds to the right or the lefguide students to explore the essential principles of
key pressing, for synchronizing the arrows’ movementsietwork communication and enrich their foundation on
in two sites. The second kind of message contains twobject, module, and component oriented philosophy.
values: the column number and the current color value, The networked mobile game Connect4 is a turn-based
which corresponds to the fire key pressing, forgame. Many standalone mobile games played by two
synchronizing the piece dropping. No matter which kindcompetitors, such as a tic-tac-toe, a chess game, an
of messages, the user interface layer of the sender site ca@thello game, and the like belong to this category. These
call the unified interface method datalink.sendMessage@ames send and receive messages in a sequential order.
to send out a string to the other site. When the receiverhe other category of networked games are event-based,
site receives the message, its data link layer can use th#ere input events made by the players can occur at any
unified interface method userinterface.receiveMessagef)me and any player can interact with the game at any
to move the received message up to the user interfatiene in any order. That is, the messages sent and received
layer. The user interface layer calls the overloadedre in a concurrent matter. We have developed a
method setParameters() to interpret the received messagetworked version of the classic Worm game using the
for controlling the actions on the receiver site. Due to thédramework, which has two Worms. One player controls
fact that both sites have the exact same game logic amghe worm for competing to eat the treats as shown in
under the control of the same parameters, the game useigure 10 (b). Its functional behaviors need more deeply
interface layer will display everything the same in bothobservations.
sites, which is the same as the standalone game graphicalThis framework is based on the UDP datagram
user interface. protocol since it supports peer-to-peer model of

In detail, the networked version needs additional twacommunications. That limits the number of players to
pieces of code in comparison with the standalone versionwo. What if more players would like to join?
One is that the user interface layer needs to instantiate @urthermore, the clients of networked mobile games are
object of data link layer for sending and receivingbetter to be a thin client since mobile devices have
messages. The other piece is that when the user interfalg@ited supports on their resources. For realizing a thin
layer receives messages from the data link layer, it needs$ient, we’'d better to move more codes, especially the
to interpret the receiving messages for controlling its owrjame logic that is shared by both sites, to be resided on
game user interface. In the networked mobile gamehe server site so that two clients don’t need to carry them.
Connect4, there are two kinds of message are passed l9ow to satisfy these requirements? These are the topics
that the user interface layer needs two overloadinghat we need to further explore.

methods setParameters() to interpret the different
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ABSTRACT

Digital broadcasting is a novel paradigm for the next generation broadcasting. Its goal is to provide not only better
quality of pictures but also a variety of services that isimpossible in traditional airwaves broadcasting. One of the im-
portant factors for this new broadcasting environment is the interoperability among broadcasting applications since the
environment is distributed. Therefore the broadcasting metadata becomes increasingly important and one of the meta-
data standards for a digital broadcasting is TV-Anytime metadata. TV-Anytime metadata is defined using XML schema,
so its instances are XML data. In order to fulfill interoperability, a standard query language is also required and
XQuery is a natural choice. There are some researches for dealing with broadcasting metadata. In our previous study,
we have proposed the method for efficiently managing the broadcasting metadata in a service provider. However, the
environment of a Set-Top Box for digital broadcasting is limited such as low-cost and low-setting. Therefore there are
some considerations to apply general approaches for managing the metadata into the Set-Top Box. This paper pro-
poses a method for efficiently managing the broadcasting metadata based on the Set-Top Box and a prototype of meta-
data management system for evaluating our method. Our system consists of a storage engine to store the metadata and
an XQuery engine to search the stored metadata and uses special index for storing and searching. Our two engines are
designed independently with hardware platform therefore these engines can be used in any low-cost applications to
manage broadcasting metadata.

Keywords: Digital Broadcasting, Metadata Management, Storing and Searching XML Data, XQuery Processing, TV-
Anytime metadata, Set-Top Box

1. Introduction

Digital broadcasting is a novel paradigm for the next gemiently storing of metadata and searching stored metadata
eration broadcasting. Its goal is to provide not only bettéased on The Set-Top Box with low-costing and low-
quality of pictures but also a variety of services that igetting. Of course, several researches have already pro-
impossible in traditional airwaves broadcasting [1]. OnBosed some methods for managing metadata on digital
of the important factors for this new broadcasting envRroadcasting environment for these necessaries [4]. How-
ronment is the interoperability among applications sinceVer, We cannot confirm whether their methods run effi-

the environment is distributed. As the digital broadcastir ent!é In ahSet—Top box e;wwcgnm;e_nt bgcau?/(\a/ thﬁy do TOt
is evolving to more complex and diverse environment d nsider characteristics of a Set-Top Box. We have also
posed the method for efficiently managing the broad-

:ﬁerg Fggtglcgiizifégc?r?:;g;:qd Ci?nmg?tg;?e ?;Z?S;) a:ztﬁ{a@ting metadata in a service provider before this study [4].
gly imp ) e result of our research was more effective than other

standard metadata for digital broadcasting is required a thods. However, to apply our previous methods into

TV-Anytime metadata [2] that is proposed by the TVgei 1on Box has several problems such as small storage,
Anytime Foru_m is one of the metadata standards for d'%emory size, and limited software. Consequently, there
tal broadcasting [3]. o are some issues to apply general approaches for managing
A Set-Top Box, which is called personal digital recordthe metadata into Set-Top Box and we have to consider
ers (PDR), is responsible for receiving and managing thigese issues.
d|g|tal content and its metadata. Currently, a Set-TOp BOX|n this paper, we propose a method for Storing and
is designed with limited hardware and relatively softwar&earching broadcasting metadata. Also we implement the
Therefore, it is necessary to develop technologies for effirototype using the proposed method and evaluate our
method on a Set-Top Box environment with low-cost and
2He is a corresponding author low-setting.
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Th_e remainde_r of this paper is organize_d as follows: 1 avain version="1">
Section 2 describes the related work. Section 3 and S€Cxprogrambescription>
tion 4 shows the index for Broadcasting metadata and |a<PrograminformationTable>
method for storing and searching metadata by our proto-<Programinformation
type system, respectively. In section 5, we describe theprogramld="crid://www.kbs.com/KBSNeWSQ103052300001">

conformance evaluation and finally, section 6 provides  <Basicbescription>
Y p P <Title type="main">KBS News 9</Title>

concluding remarks. <Synopsis> Bank of Korea Cuts Key Rate, Kim Yu-na Captyres
Skate America Title </Synopsis>
2. Rel ated Wor k <Keyword> Main News </Keyword>

. . . . . <Keyword> Night News </Keyword>
TV-Anytime forum is organized to develop specifications </BasicDescription>

to enable services based on Local Storage and TV-</Programinformation>

Anytime Metadata is one of these specifications. TV; </PrograminformationTable> A

Anytime Metadata is used to describe various TV contents ~__ r;::gram"°°at'°“Tab'e>

and is identified by CRID (Content Reference Identifier). <Program 9

The metadata allows consumer to find, naVigate and MaN-crid="crid://www.kbs.com/KBSNews9103052300001"></Program>

age content from a variety of sources, for example, broad- <pProgramURL>D:\Media\News\news_9.mpg</ProgramURL>

cast, TV, internet. XML is the “representation format” </OnDemandProgram>

used to define the schemas of the TV-Anytime Specifica- </ProgramLocationTable> )

tion. Also, TV-Anytime metadata is technically defined zzegmenﬂjima“onmb'e imeUnit="PT1001N30000F>

USing a Single XML schema, so it is Comprised of XML <Szg:Z:tlnformation segmentld="SID_0_0_148"> . ..

data. Figure 1 shows the structure of TV-Anytime meta- </segmentinformation> . . . o

data and Figure 2 is its sample instance. </SegmentList>

TV-Anytime metadata is technically defined using sin- </SegmentinformationTable>

gle XML schema, and it's comprised of XML data. There; Zi\’/‘f{/‘:‘;‘n’iesc"pt"’“>

fore the method for storing and searching TV-Anytim

metadata relates with the method for XML data. Many

researchers have investigated different ways of storing

XML data in relatlona_ll databases [4,5,6,7], native XML,5ve a module to convert from user query to SQL query

databases [8,9], and file systems [10,11]. Some re searchgg ,se 5 specialized indexing method for efficient

|ncIL_Jd|ng our previous research In\(estlgate(_j methods fgéarching (quick processing of selection, projection, and

storing the broadcastlng metadata into relational datab fh). However these two systems use a commercial rela-

and searching stored metadata [4’5]'_[4'5] support baila) gatabase management system to manage the large

XPath and XQuery languages for searching. So, tWo SySte{Rime of metadata because they only focused on service
provider systems. Of course, it seems that it is a natural
choice to use the RDBMS or Native XML DB because the
content service provider has to mange not only the large
volume of broadcasting metadata but also a lot of multi-
media contents. However, their cost is expensive for STB
with low-cost and low-setting.

3. Index for Broadcasting M etadata

(72}

Figure 2. A sampleinstance of TV-Anytime M etadata

In order to store broadcasting metadata, we select the file
system because of the cost and hardware power. Although
we choose the file system, the basic idea for storing is
similar to our previous approach for storing TV-anytime
metadata into a relational database. In other words, the
basic approach for storing is based on binary approach
[12] and the approach for assigning an identifier into a
node is the Dewey number labeling [13] to keep a parent-
child relationship.

Also we use the path table concept [14] for direct ac-
cessing to every nodes and node position concept for ob-
taining partial document from the metadata instance.
Every node which has same name is stored in a single file
and information for searching is addressed by the index

Figure 1. The structure of TV-Anytime M etadata file. Figure 3 shows the structure for indexing a ‘b’ node.
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Fa e

L1:1:1:1 LELI2 P 11201 11212

_______

Figure 3. The structure of index

The structure for indexing a node consists of node iMetadata Editor and then extracts and stores the informa-
formation part, common ID part, and node values part. ion from the parsing Tree. DeleteDoc deletes the meta-
the node information part, we store the name, ID, and pdata matched with the user-inputted CRID. UpdateDoc
sition which address the position of current node in origdeletes the old metadata that has the same CRID as the
nal TV-Anytime metadata instance. The common ID partew metadata, and then inserts the new metadata. Since
includes the name and ID of TV-Anytime metadata inXQuery doesn't support update of XML data, we use the
stance and Path ID which links with the XPath expressiatelete and insert instead of update command.
from root node to current node. The node value partsin this paper, we propose to use XQuery as query lan-
stores the information of child nodes and attribute nodesguage for searching the broadcasting metadata. Since

Figure 4 shows an example XQuery query, Path IndeXQuery is standard query language proposed by W3C for
Node Index and document tree for obtaining result of trguerying XML data, it guarantees interoperability be-
query briefly. In order to process the example XQueryween digital broadcasting applications including a Set-
query, a node has to satisfy following conditions. The fulfop Box. An XQuery Engine consists of an XQuery
path expression to‘d’ node from root node is ‘a/b/c/d’, angarser module for query validation and a SearchDoc mod-
its value have to contain “KBS News 9”. Also the parentle for query execution. The input of XQuery Engine is the
node ‘c’ of the 'd’ node must have ‘Month’ attribute andXQuery query, and its output is either the whole document
its value have to equal to ‘May’. If a node satisfies thesar one part of the document. Figure 7 shows the architec-
conditions, we can obtain the partial documents of TMture of XQuery Engine for a search of stored metadata.

Anytime metadata instance including the node by th
Node_Position. (1) Input xQuery query
) For $d in input (“TVAnytime”)
4. Metadata M anagement System for Storing For $p1 in $d/a/b/c
and Searching For $p2 in $p1/d

Where contains (string($p2), “KBS News9”) and $pl/ |@
The goal of Metadata Management System is to store and Month="May"

search metadata efficiently in a Set-Top Box environment Lretum <returns> {$p2} </returns>
for digital broadcasting. Figure 5 shows the architectur®) path Index

and function of the metadata management system in the

Set-Top Box. Our metadata management system consists

of the Storage Engine and the XQuery Engine.

As shown in Figure 6, Storage Engine provides basi-
cally four interfaces: InsertDoc, DeleteDoc, UpdateDoc,
and GetDoc for inserting, deleting, updating, and retriev-
ing a metadata instance, respectively. In order to generat§
and store an index file including a metadata, InsertDoc
parses the metadata received from Metadata Generatoy®f Each Node Index

63 a/b/c/d

a/blc/e
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TAO™T A0 | INGWDU L. AL |

l e 1

1.1.1.0.1.1.1 |

1 | v I nun I oo I uuiy | 0o | D INCWD 7 |

1116101 92:19-9720 | News01.xml |

1| e | vre221 [ | Monh [ | nu

(4) Document Tree

@ l:1:1:6
1:1:1:6:11:1:1:6:2

(5) Result Composer
<returns>KBS News 9</returns>

Figure4. An examplefor processing a XQuery query

Figure 5. The architecture of TV-anytime metadata man-
agement system

Metadata
Editor

Metadata
Generator

ii ................. E

-y "
InsertDoc  DeleteDoc UpdateDoc GetDoc

S A—
TV-Anytime Metadata

Figure 6. The ar chitecture of storage engine

Figure 7. The architecture of XQuery engine

sion which consist of full path expression to current node
from root node by merging XPath expressions defined in
FOR and LET clauses in XQuery queries. WHERE Proc-
essor and RETURN Processor are used for processing
conditions defined in a WHERE clause and for construct-
ing the result structure defined in RETURN clause, re-
spectively. Index Analyzer parses the index files and gen-
erates the information for obtaining result metadata frag-
ments from the storage by using the selected index. Result
Composer constructs the final result using the result struc-
ture and result metadata fragments.

5. Performance Evaluation

In order to evaluate whether our choice of the strategies
for the issues is relevant, we compare our prototype sys-
tem with other general-purpose XQuery Engine and test
their performance for various typical queries. We select
two popular general XQuery Engines. One is the Oracle
XQuery Engine [10]. The other is a Saxon-B XQuery En-
gine [11]. Two XQuery Engine it is all free source, a
JAVA base, and a head of a family general XQuery En-
gine. The experimental setup is as follow: the CPU is Intel
Pentium Il Process 750 MHz, the memory size is 256
MB, the JDK version is 1.4 and the OS is LINUX 2.4.2.

Our system uses XQuery, which is a sub set of XQuery
1.0 (e.g. is not support ‘OR’ in WHERE clause and ‘//’ in
XPath path express). From the previous work [4, 15, 16,
17], we have found that the query processing performance
depend on the XPath expression, number of predicates,
and result size. By considering these factors, | use the
XQuery in Table 1.

We omit some expressions in example queries except

XQuery Analyzer gets a query in XQuery, parses th@1. For example, the constructor ‘<Results>’ is omitted
qguery using an XQuery parser and generates its syntagcause that is the same as in Q1. The queries Q1, Q2 and
tree. XPath Translator module creates an XPath expr&33 use single condition which is declared in the WHERE
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Table 1. Example XQuery queriesfor experiment

WHERE Conditions/ RETURN Value

XQuery query

Q1

Single condition/ Single terminal node

<Results>{

for $d in input("TVAnytime")

return <Result>{

for $plin
$d/TVAMain/ProgramDescription/
PrograminformationTable/Programinformation

for $p2 in $p1/@programlid

for $p3 in $pl/BasicDescription/Title

where $p2="crid://www.kids17.net/amigonme

103042200049"
return <node>{ $p3 }</node>
}</Result> }</Results>

Q2

Sngle condition/ Single root node

for $p1 in $d/TVAMain
for $p2 in
$pl/ProgramDescription/Programinformation
Table/Programinformation/@programid
where $p2="crid://www.kids17.net/amigonme
103042200049"
return <node>{ $p1 }</node>

Q3

Single condition/ Multiple terminal nodes

for $p1 in $d/TVAMain

for $p2 in
$pl/ProgramDescription/PrograminformationTable/
Programinformation/BasicDescription/Genre/Name

where $p2="Education"

return <node>{ $p1 }</node>

Q4

Three conditions/ Sngleroot node

for $p1 in $d/TVAMain

for $p2 in $p1/ProgramDescription/Programinformation
Table/Programinformation/BasicDescription

for $p3 in $p2/Language

for $p4 in $p2/ProductionDate/TimePoint

for $p5 in $p2/Releaselnformation/ReleaseDate/
DayAndYear

where $p3="ko" and $p4>="2006"

and $p5="2006-04-14"
return <node>{ $p1 }</node>

Q5

Five conditions/ Multiple root nodes

for $p1 in $d/TVAMain

for $p2 in $p1/ProgramDescription/Programinformation
Table/Programinformation/BasicDescription

for $p3 in $p2/Language

for $p4 in $p2/ProductionDate/TimePoint

for $p5 in $p2/Releaselnformation/ReleaseDate/
DayAndYear

for $p6 in $p1/ProgramDescription/ProgramLocation
Table/BroadcastEvent/Live/@value

for $p7 in $p1/ProgramDescription/Servicelnformation
Table/Servicelnformation/Name

where $p3="ko" and $p4>="2006" and
$p5="2006-04-14" and $p6="true" and $p7="KBS"

return <node>{ $p1 }</node>

Q6

Three conditions/ Multiple terminal & root nodes

for $p1 in $d/TVAMain
for $p2 in $p1/ProgramDescription/Programinformation
Table/Programinformation/BasicDescription

for $p3 in $p2/Title

for $p4 in $p2/Language

for $p5 in $p2/ProductionDate/TimePoint

for $p6 in $p2/Releaselnformation/ReleaseDate/

DayAndYear

for $p7 in $p1/ProgramDescription/ProgramLocation
Table/BroadcastEvent/Live/@value

for $p8 in $p1/ProgramDescription/Servicelnformation
Table/Servicelnformation/Owner

for $p9 in $p1/ProgramDescription/Creditsinformation
Table/PersonName

for $p10 in $pl/ProgramDescription/Servicelnformation
Table/Servicelnformation/ParentService

where $p3="KBS News 9" and $p4="ko" and
$p5>="2006" and $p7="true" and $p8="KBS"

return <node>{ $p3, $p4, $p5, $p6, $p9, $p10 }</node>
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Figure 8. Comparison of query processing times

clause. However, the result data sizes are expected differ-
ent because the result of each query is a leaf node, an root
node, and multiple root nodes together with their descen-
dent nodes, respectively. Q4, Q5 and Q6 use different
number of conditions. The return value of each query is a
single root node, multiple root nodes, and multiple termi-
nal and root nodes, respectively.

Figure 8 summarizes the performance. The numbers of
the test data are 50 and 200 TV-Anytime metadata in-
stances respectively. The result shows that our system
outperforms other methods for any queries except Q6. In
case of Saxon B and Oracle, the complex queries Q4 and
Q5, takes more execution time than simple query Q1, Q2,
and Q3. However, our system does not so depend on the
queries. In case of our system, Q6 takes more execution
time than the other queries since we need time to compose
result. However the case of Q6 is not general, because the
result size of user queries is not large volume in a Set-Top
Box, generally.

Figure 9 summarizes the scalability property of the sys-
tems. The size of the test data is 50 documents, 100
documents, 150 documents and 200 documents, respec-
tively. In case of Saxon B and Oracle, the processing time
increases linearly as the number of data increases. How-
ever, the processing time of our system is independent of
the data size for searching. The result of the evaluation
shows that our system outperforms so that our approach is
believed to be on of the efficient approaches for managing
metadata in the Set-Top Box.
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Figure 9. Performance evaluation for scalability property

. cus on the performance of store and retrieval on low-cost
6. Conclusions environments.

In this paper, we have proposed a method for storing a'7dAckn0WIedgement
searching TV-Anytime metadata for digital broadcasting’

based on a Set-Top Box which is low-cost and low-settinthis research is supported by MKE & [ITA(08-
Also we have implemented a prototype system for appljafrastructure-13, Ubiquitous Technology Research Cen-
ing our method and evaluated our approach which seetas), and also by Foundation of ubiquitous computing and
important since our prototype system outperforms theetworking project (UCN) Project, the Ministry of
other compared systems. Our system was developed Kmowledge Economy (MKE) 21st Century Frontier R&D
digital broadcast environments [18]. However our resuRRrogram in Korea and a result of subproject UCN 08B3-O1-
can be applied to any XML management systems that f30S.
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ABSTRACT

A more automated graphic user interfg€UI) test model, which is based on the event-flow graph, is proposed. In the
model, a user interface automation API tool is first used to carry out reverse engineering for a GUI test sample so as to
obtain the event-flow graph. Then two approaches are adopted to create GUI test sample cases. That is to say, an
improved ant colony optimizatigdCO) algorithm is employed to establish a sequence of testing cases in the course of the
daily smoke test. The sequence goes through all object event points in the event-flow graph. On the other hand, the
spanning tree obtained by deep breadth-first seélB#f5 approach is utilized to obtain the testing cases from goal point

to outset point in the course of the deep regression test. Finally, these cases are applied to test the new GUI. Moreover,
according to the above-mentioned model, a corresponding prototype system based on Microsoft Ul automation framework
is developed, thus giving a more effective way to improve the GUI automation test in Windows OS.

Keywords. Automated Software TestinGraphic User InterfaceEvent-Flow GraphRegression Testing\nt Colony
Optimization Ul Automation

1. Introduction

Testing GUI is a hard and monotonous labor. So far, for GUI testing [8] and test oracles for GUI-based
large number of scholars and experts have beesoftware applications [41]. In recent years, McMaster
addressing themselves to the study of related fields. ltbgether with Memon presented call stack coverage for
the 1970s, some scholars suggested that testing softwage)| test-suite reduction [12]. Moreover, Al and data
design be modeled by finite-state machines and testingiining have been applied to the relevant study of the
software errors be found [1]. Thereafter anotherdeep regression test. Ye et al. investigated an approach to
researchers applied the approach to the domain of testirglect a better way of the deep regression test by training
GUL. It was called an improved model of finite-state neural network [13]. White suggested a method to use the
machines, i.e. complete interaction sequence (CIS) [2athematical model of Latin square to reduce case
After having come to recognize the fact that itquantities [14]. Memon et al. put forward a proposal that
increasingly did not satisfy the modeling requirements othe adaptability to software variation was improved
GUI automation test, experts proposed an event-flowhrough choosing event relationships in the deep
model based on event-flow graph. They investigated gegression test [15].

variety of automatic generation approaches to GUI test However, these approaches have not yet fully been put
cases, which were closely connected with the adopteiéto practice in GUI automation test systems of industry
GUI model like above-mentioned CIS. Besides, theyfields for the time being, which are roughly classified
simultaneously presented an algorithm to check thénto three categories: capture and replay mode,
complete testing cases [4]. And an Al planning-basedcripts-driven mode, and data-driven mode. There exists
approach to GUI test was employed [5,6], which utilizedseveral distinct defects among them such as heavily
the partial ordering planning in the field of Al Planning depending on manual work, being characteristic of low
and attained test cases by the goal-driven method afdaptability to software variation, and lacking systematic
searching state point. During the process of generatingnanagement for testing cases and their coverage.
test cases by an Al planning-based approach, hierarchicAtcordingly, in an effort to enhance the automation test,
GUI test case generation is derived [7]. In addition, othea more highly automated GUI testing model, which is
contribution like Memon and his colleagues at thebased on the event-flow graphs, is proposed. In the model,
University of Maryland are worth attention and they havean automation tool is first used to carry out reverse
made great progress in the theories of coverage criter@ngineering for testing GUI sample so as to obtain the

Copyright © 2008 SciRes JSEA
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event-flow graph. Then two approaches are adopted tcolony algorithm based on an adaptive pheromone, and a
create testing GUI sample cases. That is to say, aype of rewards and penalty mechanism of pheromone
improved ACO algorithm is employed to establish avolatilization. Its concrete formulae are concisely
sequence of testing cases in the course of the daily smok&pressed below as subsection functions-(g)) and

test. The sequence goes through all object event points gyyations (4)(6).

the event-flow graph. On the other hand, the spanning

tree obtained by deep BFS approach is utilized to obtain [(0Tm)°
the testing cases from gogl point to outset point in the PY(t) = ﬁrij(t)]a_[ﬂij]ﬂ if jOtabu, (1)
course of the deep regression test. Finally these cases are Y tabuy, others
applied to test the new GUI. Moreover, according to the 0
above-mentioned model, a corresponding prototype
system based on Microsoft Ul automation framework is argax{[ 73] 171 %} if 0<a,
developed, thus giving a more effective way of j= abu (2)
improving the GUI automation test in Windows OS. J others
Section 2 gives a brief description of GUI automation
test model based on event-flow graph and also describes Py (1) + A7, (1) vector bordersonoptimalpaths 3y
two types of algorithms of generating automation test 7i ¢ +1) =)o (1)~ A7) (t) vector bordersn worst paths
cases. Section 3 depicts the development of a pL; (1) others
corresponding prototype system based on Microsoft Ul =+ D/ (w +1 4
automation framework. Finally, the conclusions and Ty = O+ B/, +1) “)
future work are given in Section 4. Ay () =Ql u (5)
2. A GUI Automation Test Model Based on ATy O=HIQ ©
Event-Flow Graph where the number of crunodes is the rank, the number of

ants is M. 7, (t) is pheromone density of vector border
In References [®, 10, 11], Memon et al. presented an

event-flow graph model when deeply studying the
coverage criteria for GUI testing, whose purpose was telicitation factor during the solution process. is the
describe the mutual relationship among the object eventgtal number of crunodes which are not accessed from the
more clearly. Thus a model, which was equipped with therunode i while w, is the total number of crunodes

most complete functions for GUI test, came into_ . ,
X . . which are accessed from the crunogea,f are
existence. But our event-flow graph model is obtained by

simplifying the above model. It is actually a corresponding to a pheromone elicitation factor and a
two-dimension vector ¥ , E >, where V denotes event Self-elicitation factor.taby, is an accessed crunode list

sets in GUI and E represents order relationships of evemthen next crunode is searched, is a stochastic

execution in GUI. Their definitions are the same as thgriaple of average distribution among [0,1] whitg is

origin. In this model, non hierarchy modeling means_ . . -
, . a given constant beforehangh is the coefficient of
neglecting the process of constructing components for

GUI objects, thus enhancing the automation level fofheromone volatilizationAz; (t),A7'; (t) are pheromone
GUI test. What we have to do is to find out the GUlincrements. Q and Q' are both constangs. is the
events which are executed immediately after previougumper of repetitive crunodes) is the result of

events occur in terms of GUI states. In the course Ofupsection functions (1). At the beginning, initial

reverse engineering, every GUI event has been gongheromone densityr; (t) in the MMAS is equally set to
through to discover the GUI events. Based on these GUI . i
execution events, the vector event-flow graph jgnaximum. When ant k moves from the crunddat t,
established. Then aiming at the requirements of GUIR/(t) is the probability of choosing the crunode
automation test, an improved ant colony optimization According to MMAS, each pheromone density of
algorithm is employed to establish a sequence of testingector border is situated in between, and 7,

cases in the course of the daily smoke test. In add't'or\'/vhich are set in advance. If the value is bigger tiray,,

the spanning tree obtained by deep BFS approach IS . ) )
utilized to obtain the testing cases from goal point tdt iS Set to be equal ta,,; Vice versa. Such disposal is
outset point in the course of the deep regression tedpeneficial to sufficient search and getting the optimal
These cases are applied to test the new GUI. Thes®lution. Furthermore, if the goal crunode is not accessed
algorithms are elaborated as follows. and its A is equal to 1, it should be preferentially

The improved ACO algorithm for the daily smoke testconsidered when another goal crunode is selected. If the
suggested in the paper defines elicitation variables and agorithm is convergent, the generated event crunode
taby, list and takes into consideration the consanguineousequences are the desired GUI sample test cases for
combination of a max-min ant system (MMAS), an anttesting new GUI.

(i, )- n; is a elicitation variable which denotes the

Copyright © 2008 SciRes JSEA
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The algorithm based on the spanning tree obtained bLGORITHM:GetTestCaseOfEvent(Vertex V){
deep breadth-first search (BFS) approach for the deep TestCase = @;

regression test is described as follows.

ALGORITHM: BFS(G,s)}{
FOR ALL =& V[GY{s} {/*the initial
color[u] = White;
}

color[s] = Gray; [*deal wit
crunode*/
7[s] = g;
Q=7
Enqueue(Q, s);
WHILE Q# @ {
u—Dequeue(Q);
FOR ALL v Adj[u] {

IF color[v] = White { [*(u,v)

tree border*/
color[v] = Gray;
7[v].Add(u,v);
Enqueue(Q,v);

color[u] = Black;

}
}

crunode*/

h the initial

is the

FOR ALL InEdgel! v.InEdges{
u = BFSTree.Find(InEdge.SourceVertex)
TestCase[u].Add(V);
TestCase[u].Add(u);
WHILE u.Parent != StartVertex{
TestCase[u].Add(u.Parent);

u = u.Parent;
}
TestCase[u].Add(StartVertex);
}

3. Deveoping the GUI Automation Test System

In the above-mentioned model, GUI hierarchy modeling

is not taken into consideration and the process of
components construction is neglected. Because GUI
hierarchy modeling relies on the GUI logic relationships

and needs manual operation, it inevitably influences the
process of GUI automation test. Furthermore, with regard
to GUI test case generation, an adaptive max-min ACO
above based GUI test case generation algorithm is used
for GUI daily smoke test, and a deep BFS based GUI test

According to the theory of the spanning tree which show§ase generation algorithm is exploited for GUI deep
simple path is corresponding to the shortest distance [16]ggression test. The developing flow of GUI automation
GUI sample event cases can be gained as follows.

To begin

A

test system is shown below in Figure 1.

To establish an event-flow graph mods|

A 4

To pick up and build up test oracleg

A

Manual verification of event-flow graph and test

oracles

A 4

To generate test cases for GUI daily smoke regression fest

Yes

To carry out GUI daily smoke regression test

v

To create a report about the tests that have been done

Toenc [

Figure 1. Developing flow of GUI automation test system
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The GUI automation test prototype system ismanual verification module is also exploited to inquire
developed by taking advantage of Microsoft Ul about whether there are some faults about GUI objects or
Automation frame, Visual Studio 2005, and advancedhot. After the performance, test case generation module is
language C#. The Microsoft Ul Automation frame cantransferred to generate test cases for GUI daily smoke
provide the developers with more uniform andregression test. Then these cases are used for testing new
convenient access to GUI in Windows OS than before. IGUI. Finally, testing results are passed into test report
the past, GUI automation operation usually requiresnodule to work out an ultimate testing document.
indirect or direct usage of Windows API. Microsoft Ul  The first module is the most difficult one in the system
Automation acts as a part of Windows Presentatiofbecause Microsoft Ul Automation frame is needed to
Foundation (WPF) in Windows SDK v6.0. It completely perform a dynamic automatic analysis to GUI sample.
supports Windows Vista, Microsoft Windows XP and The analysis is dynamic, that is to say, the GUI
Windows Server 2003. It is deemed as a uniform accedaformation is constantly changing and there exists a
frame for the development of the systems based on WPExtremely complex relationship between the analytic tool
standard Win32, Windows Form and Web UlI. and GUI. This module is based on reverse engineering of

The prototype system is divided into three mainGUI event-flow graph. As a result, the documentary files
functional modules as follows. 1) one includes eventabout vector information in event-flow graph are
flow graph modeling based on reverse engineering andbtained. Figure 3 shows the interface of test oracles
test oracles pick-up, 2) another one is for test caspick-up sub-module and event-flow graph modeling
generation, 3) the last one is to finish testing executiosub-module.
and report. The output of three parts is documentary In test case generation module, the documentary files
format so as to facilitate the interaction with each otheabove are called, and then are parsed to attain hash codes
and partially manual verification. Their interaction isof crunodes and their vector borders, and establish a
presented in Figure 2. The hollow arrow points to the dataector graph objects. The above mentioned GUI test case
flow direction. As Figure 2 shows, the sub-module of tesgeneration algorithms are utilized to generate test cases.
oracles pick-up and another sub-module of event-flown particular, the function of event-flow graph plotting is
graph modeling are used to acquire the relevantdesigned in this module. In the process, the generally
information from GUI sample, and then output testprofessional plotting software Graphviz is used. Figure 4
oracles and event-flow graph. Thereafter, partiallyshows the interface of GUI test case generation.

Test oracles pick-up Manual
|:|'>’ sub-module verification

sub-module

1
|
GUI sample for modeling |
1
1
1
1
1

Even-flow graph

C—— | modeling sub-module

Test case generation

) module
Upcoming tested GUI

|:|_> Test execution
sub-module

g —

Test report sub-module |:> Test report

Figure 2. Interaction among three modules of GUI automation test system
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In the last module of test execution and report, thed, Conclusions
required test event information can be obtained by the )
hash codes of new GUI. Microsoft Ul Automation is usedBased on the event-flow graph modeling, a new GUI
to acquire the controllers and their control modes of nevgutomation test model is presented. In the model, an
GUI. The test types are selected and GUI daily smokénproved ACO is put forward to generate test cases in
regression test are done. If the test is a daily smoke oni'e daily smoke test and a spanning tree is utilized to
the test result is evaluated after each event is finished. fféate test cases in the deep regression test. These test
the test is a deep regression one, the test result §&Ses are generally applied in new GUI test. Moreover, a
evaluated after the goal event is finished. Figure 5 showRrototype system is developed on the basis of Microsoft

the interface of GUI test execution and report. Ul Automation frame, thus giving a more effective way
of improving the GUI automation test in Windows OS.

In the future, the systematic function test and contrast
test with traditional GUI automation test software should
be done in order to verify the validation of the model.
And the adaptability of the studied system to the various
GUI in other OS should be facilitated. In addition, the
event-flow graph needs improving so as to solve the
complex logic problem and reduce the involvement of
manual verification.

5. Acknowledgement

The support from the Natural Science Foundation at
Huazhong University of Science and Technology, the
Natural Science Foundation in Hubei Province, and the
National Natural Science Foundation in P. R. China,
grant numbers 2007Q006B, 2006ABA085, 50775081,

Figure 3. The interface of dealing with test oracles pick- ~ and 50675074 respectively, is gratefully acknowledged
up and event-flow graph modeling for this work by the authors.

REFERENCES

[1] T. Chow, “Testing Software Design Modeled by Finite-State
Machines,” IEEE Transactions on Software Engineering,
Vol. 4, No. 3, pp. 178-187, May 1978.

[2] L. White and H. Almezen, “Generating test cases for GUI
responsibilities using complete interaction sequences,” in
Proceedings of the International Symposium on Software
Reliability Engineering, San Jose, California, USA, pp.
110-121, October 2000.

[3] A. M. Memon, “An event-flow model of GUI-based
applications for testing,” Software Testing, Verification

) ) ] and Reliability, Vol. 17, No. 3, pp. 13¥57, September
Figure4. Theinterface of GUI test case generation 2007.

[4] L. White, H. Almezen, and N. Alzeidi, “User-based testing of
GUI sequences and their interaction,” in Proceedings of
the International Symposium on Software Reliability
Engineering, Annapolis, Maryland, USA, pp. 53,
November 2001.

[5] A. M. Memon, M. E. Pollack, and M. L. Soffa, “A
planning-based approach to GUI testing,” in Proceedings
of The 13th International Software/Internet Quality Week,
San. Francisco, California, USA, May 2000.

[6] A. M. Memon, M. E. Pollack, and M. L. Soffa, “Plan
Generation for GUI Testing,” in Proceedings of the Fifth
International Conference on Artificial Intelligence
Planning and Scheduling, Menlo Park, California, USA,
pp. 226:235, April 2000.

[71 A. M. Memon, M. E. Pollack, and M. L. Soffa,

Figure5. Theinterface of GUI test execution and report “Hierarchical GUI test case generation using automated

Copyright © 2008 SciRes JSEA



(8]

[9]

[10]

[11]

[12]

Development of an Improved GUI Automation Test System Based on Event-Flow Graph

planning,” IEEE Transactions on Software, Vol. 27, No. 2,
pp. 144155, May 2001.
A. M. Memon, M. L. Soffa, and M. E. Pollack, “Coverage

criteria for GUI testing,” in Proceedings of the 8th [13]

European software engineering conference held jointly
with 9th ACM SIGSOFT international symposium on
Foundations of software engineering, New York, USA, pp.
256-267, September 2001.

Q. Xie and A. M. Memon, “Designing and comparing
automated test oracles for GUI-based software applications,
ACM Transactions on Software Engineering and
Methodology, Vol. 16, No. 1, pp—4s, February 2007.

A. M. Memon, M. E. Pollack, and M. L. Soffa, “Automated
test oracles for GUIs,” in Proceedings of the 8th ACM
SIGSOFT international symposium on Foundations of
software engineering: twenty-first century applications,
San Diego, California, USA, pp. 389, November 2000.

A. M. Memon, |. Banerjee, and A. Nagarajan, “What test
Oracle should | use for effective GUI testing,” in

Proceedings of the IEEE International Conference or{16]

Automated Software Engineering, Montreal, Quebec,
Canada, pp. 16473, October 2003.
S. McMaster and A. M. Memon, “Call stack coverage for

GUI test-suite reduction,” in Proceedings of the 17th

Copyright © 2008 SciRes

[14]

(15]

IEEE International Symposium on Software Reliability
Engineering, Raleigh, North Carolina, USA, pp—43,
November 2006.

M. Ye, B.Q. Feng, and Y. Lin, “Neural networks based
test cases selection strategy for GUI testing”, in
Proceedings of the 6th World Congress on Intelligent
Control and Automation, Dalian, China, pp. 573376,
June 2006.

L. White, “Regression testing of GUI event interactions,” in
Proceedings of the International Conference on Software
Maintenance, Monterey, California, USA, pp. 33868,
November 1996.

A. M. Memon and M. L Soffa, “Regression testing of
GUIs,” in Proceedings of the 9th European software
engineering conference held jointly with 11th ACM
SIGSOFT international symposium on Foundations of
software engineering, New York, USA, pp. 1187,
September 2003.

A. M. Memon, |. Banerjee, and A. Nagarajan, “GUI
ripping: reverse Engineering of graphical user interfaces
for testing,” in Proceedings of the 10th Working
Conference on Reverse Engineering, Victoria, B.C., Canada,
pp. 266-269, November 2003.

JSEA

43



J. Software Engineering & Applications, 2008, 1: 44-52
Published Online December 2008 in SciRes (www.SciRP.org/journall/jsea)

An Evaluation Approach of Subjective Trust Based on
Cloud Model

Shouxin Wang', Li Zhang*, Na Ma?, Shuai Wang"

!software Engineering Institute Beihang University Beijing, Chfhagistics R&D Center North China Institute of Computing
Technology Beijing, China
Email: shouxin_wang@126.com; lily@buaa.edu.cn; wangshuai_911@sina.com; mana82@126.com

Received November §72008; revised November $42008; accepted November™22008.

ABSTRACT

As online trade and interactions on the internet are on the rise, a key issue is how to use simple and effective evaluation
methods to accomplish trust decision-making for customers. It is well known that subjective trust holds uncertainty like
randomness and fuzziness. However, existing approaches which are commonly based on probability or fuzzy set theory
can not attach enough importance to uncertainty. To remedy this problem, a new quantifiable subjective trust
evaluation approach is proposed based on the cloud model. Subjective trust is modeled with cloud model in the
evaluation approach, and expected value and hyper-entropy of the subjective cloud is used to evaluate the reputation of
trust objects. Our experimental data shows that the method can effectively support subjective trust decisions and
provide a helpful exploitation for subjective trust evaluation.

Keywords. Subjective Trust, Cloud Mode!, Trust Decision-Making

1. Introduction

With the expansion of the Internet, applications based obased reasoning argumentation is a basic method in
the internet, such as electronic commerce, online tradingbject trust research, such as BAN Logic [7] in security
and networked communities are going from a closegrotocols. Subjective trust's principal component is an
mode to open and open mode. People and services estimate of specific character or specific behavior level of
services providers are interacting with each othetrust objects, namely people. Trust from the principal part
independently. Because the parties are autonomous aAdto the object B means that A believes that B will
potentially subject to different administrative and legaldefinitely act in a predined or expected way under a
domains, traditional security mechanisms based ospecific circumstance [6]. This paper researches the trust
registry, authorization and authentication have not beedecision-making of subjective trust relationships, and
able to satisfy numerous web applications [1,2]. A partyprovides a quantitative evaluation method for subjective
might be authenticated and authorized, but this does natust.

ensure that it exercises its authorizations in a way that is Many researchers have done studies on modeling and
expected [3]. Therefore it is important that customers bgubjective trust reasoning. Papers [8,13] provide some
able to identify trustworthy services or service providersrust evaluation and reasoning methods for probability
with whom to interact and untrustworthy ones with models. Those methods don't consider fuzziness of trust
whom to avoid interaction. Just like Sitkin points that it isitself, and their reasoning is based on pure probability
widely agreed that electronic commerce can only becomgiodels. As a result, they tend over formalize subjective
a broad success if the general public trusts the virtuatyst quantification. Literatures [5,6] consider fuzziness of
environment, and this means that the subject of trust igypjective trust, constructing subjective trust management
e-commerce is an important area for research [4]. Trushodels based on fuzzy set theory. Fuzzy set membership
between the participants involved has equal importancg 5 precise set description of the fuzziness but does not
for the nonprofit network community. It is important that (5e the randomness into account. So, these methods lack
we research subjective trust evaluation based on trugbyipility [15]. Aiming at subjective uncertainty like
relation in order to ensure the customers’ satisfaction ipangomness and fuzziness of subjective trust relationship,

thipubhc-orle?‘ted distributed netV\I/or_k eny|rohnment. - eihang University advanced an approach to express
t present, there are two trust relations in the area [S, rust based on a cloud model, which describes the

namely objective trust and subjective trust. HypOtheSiSfuzziness and uncertainty of trust [16]

Thanks to the support by National Basic Research Program of China Base.d on [16], We. CO_nSIder the Impa.CF of an (.)bJeCtS
(973 project) (fo. 2007CB31080: reputation change with time to trust decision-making and
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exploited a subjective trust quantitative evaluation based 1) There are many subjects and objects in web application
on the subjective trust cloud, which preferably solvessystems.
internet trust decision-making by means of analyzing 2) Web Application Systems provide rating mechanism
historical reputation. for evaluating objects at least.

The remainder of this paper is organized as follows: 3) Web Application Systems provide mechanisms for
Section 2 introduces the issue of internet trust decisioravoiding vicious and illusive evaluation.
making. Section 3 describes the basic knowledge of cloud 4) For convenience, we use rating mechanism of five
model involved in this paper. Section 4 specifies subjectivéevels to explain and validate trust decision approach
trust evaluation based on cloud model and formalizeproposed.

uantitatively the trust score. Section 5 shows .
gimulation e);periment of the approach exploited in th:'?" Introduction to Cloud Model
paper ar_1d validates its validity ar_ld rationality. Finally we|, the reasoning process, randomness and fuzziness are
summarize the paper and discuss further researclya|ly tightly related and hard to separate [23]. Based on
directions. random and fuzzy mathematics, a cloud model can
2. Trust Decision-making uniformly describe randomness, fuzziness, and their

relationship. This chapter introduces basic knowledge of

The online trading and network communities need a s&he cloud model.
o_f entities providing services that they can trust. It IS DEFINITION 1: Cloud and cloud drops [24]: Assume
significant how users make a trust decision as presentqﬂat U is a quantitative numerical universe of discourse

In th|s paper. Here we p_all trust decision USers trus<I;md C is a qualitative concept in U. I&U is a random
subjects or subjects, entities evaluated trust objects or . .
plementation of concept C, and p€|0,1], standing

objects. Some large web application system, such . ) .
Amazon.com, eBay, AlExperts provide evaluation or certainty degree for which x belongs to C, is a random

mechanisms for the reputation of subjects and object¥ariable with stable tendency.
For objects, reputation is the evaluation of their capability, H:U—[0,1] VXEU x—u(X)

estimating intention, and capability of meeting subjects’ Then distribution of x in universe of discourse U is
services demands, also called objects’ service satiability.5)led cloud and each x is called a cloud drop.

In the context of this paper, we assume there iS N0 according to definition 1, cloud has the important
difference in describing the trust relationship betweerhualities as follows
objects trust or reputation and service satifaction 1) Cloud is the distribution of random variable X in the

capability. o . . X
X comymonly used trust decision solution is based Orguantlta'uve universal set of U. But X is not a simple

ratings by users, including collaborative filtering [15,16], fandom varla_ble in the term of probabllllty,.for angl,

associative retrieval [19,20],association rules [21], and N@s & certainty degree and the certainty is also a random

Horting graphs [22]. Of these methods, collaborative’@riable nota fixed number. _

filtering is the most successful. It supposes that if users 2) Cloud is composed of cloud drops, which are not

grade some items similarly, they will also grade thenecessarily in any order. A cloud drop is the singular

others similarly. The basic idea of the algorithm is thaimplementation of the qualitative concept. The character

the score of un-graded items given by one user are simil@f concept is expressed through all drops, the more drops

to ones given by the nearest neighbors of that user [17]. there are, the better the overall feature of the concept is
Recommendation system of web application provides aepresented.

valuable reference for subjects’ trust decision. However, 3) The certainty degree of cloud drop can be understood

the general public prefers estimation based on an objectigs the extent to which the drop can represent the concept

historical reputation. Even though supported by aaccurately.

recommendation system, subjects are still challenged by 4) Qualitative concept described in cloud model is reflected

making trust decision(s) among many recommendegy, ‘many quantitative concept values and binary pairs
objects. Because the essence of subjective trust is basgg, < w> of their certainty degree.

on subjective belief [7,8], it is random and uncertain. In The general concept of a cloud model can be expressed

addition, reputation of trust objects changes with time, . ; S
: o . by its three numerical characteristics: Expected value
which should also be quantitatively taken into account

Therefore, it is essential that Web Application Systemél.zx)’ Entropy_ En) anq Hyper-Entropy He). In_ the
provide subjects with objects to select from in order tod|scc_)ur_se universetx 1S the most representative for
improve subject satisfaction by analyzing subjectivedu@litative concepten is a randomness measure of the
evaluation data of the objects’ history reputation. qualitative concept, which indicates its dls_per5|on on the
The paper suggests a subjective trust evaluation baséipud drops, and the measurement of “this and that” of
on cloud model, which uses history grade of reputatioihe qualitative concept, which indicates how many
from subjects to objects for selecting proper objects. Ouglements could be accepted to the qualitative linguistic
hypothesis of business environment in the paper is listedoncept.He is a measure of the dispersion on the cloud
below: drops, which can also be considered as the entropy of
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and is determined by the randomness and fuzziness of Transform(Objs) constraint Objs (2)

En. A trust decision method means, subjects describe

DEFINITION 2: One-dimension normal form cloud - . o - )
[24]: Assume that U is a quantitative numerical universedeCISlon constraints qualitatively or quantitatively in the

£ di dCi litati in U afl process of selecting objects based on analysis of potential
of discourse and C s a qualitative concept in U. differences in their trust reputation. In this paper, we use

is a random implement of concept C, x satisfies: X gypjective trust cloud based on the cloud model to
N(Ex,En’'2), En~N(En,He2), and certainty of x for C quantitatively describe decision constraints, and to

satisfies the following rule: distinguish the average level of trust reputation between
(B2 multiple objects.
n')2 . .
p=e X (1) 4.1 Subjective Trust Cloud

Then x can be called normal form cloud in the

. ith a simple subjective grade mechanism and average
discourse U. Th? paper [25] thoroughly analyzes gngY/\élue to calculate trust reputation, i.e., Amazon.com and

) . . ~OnSale and so on, evaluate a seller’s trust reput&tion
uncertainty representation. The cloud models involved i . ; S ) . ,
gable 1 displays five evaluation information of objects

this paper are one-dimension normal form cloud an X . :
. . . rust reputation from Amazon.com which provides same
Figure 1 shows the graph of one-dimension normal for

cloud whose numerical characteristics Brxe 3. En= 3 services. Amazon provides the overall reputation of every
andHeis 0.01 ' " object. The other four objects have the same overall
As defined earlier, the quantitative value of CIOudevaluation value except A. Therefore, without other
drops is determine(;l by the standard normal fOrm'supporting information, it is difficult for subjects to make
distribution function. Their certainty degree function & trust decision reasonably and effectively. Statistical
adopts a bell-shaped membership function used broadWethOds can effectively reflect randomness of subjective
in fuzzy set theory. As a result, normal form cloud modefrade, but can’t express the significance of subjective
is a brand new model based on probability theory angincertainty, namely, fuzziness. As a result, it is rational

fuzzy set theory, and concurrently holds randomness ilp express the qualitative concept of subjective trust in a
the former and fuzziness in the latter. cloud model. In addition randomness and fuzziness are

o _ correlated in cloud model expression, which provides
4. Subjective Trust Evaluation Based on  support for trust decisions more reasonably and
Cloud Modd effectively.

L L In this paper, we give definitions which are correlated
It is important to understand and distinguish thewith subjective trust cloud as follows:
difference of alternative trust objects from which trust DEFINITION 3: Subjective trust degree (STD) is an
dec_|5|ons atre made. Trust der:nsmnts '? thg 'nttemeg)rdered set of number in an universal set [0, n], STD=[O0,
environment are a process where trust su Jecs.cam' STD is composed of sequential or discrete numbers
distinguish the d_|ff_erence of reputation of alternatlveWhiCh represent a trust object's reputation and n is any

) - . e . Bsitive integer. 0 and n represent the lower and upper
objects from an object set Objs={elgbj,...,0bj}. It rEmit of the regputation. P PP

can generate a smaller alternative trust object set Objs’= DEFINITION 4: Subjective trust space (STS) is an

< . N .
{0bj1,0bk, ..., 0bjn} (M<n) and reduce the selection range. , dered set of qualitative concepts which represent the
Decision constraints are the focus of the decision process ...~ .
. ST . qualitative degree of trust. There can be 0 or more than
and provide rules for distinguishing potential differences

of objects’ trust reputation. The formal description of ON¢ trust level standard for one STS.

trust decision process is given below as expression (2). DEFINI_TION 5. Subjective trust cloud (STC) is a
subjective trust concept represented by cloud model and

composed of many cloud drops. STD=[0, n] is the

10 [~ . . L
09 - universal set of STC, for any € STS is a qualitative
08 trust Concepfc of STS, and any6<STD isa impleme_nt of
07 e. The Certalnty_degree_ _of x for e, i.e., u&)[0, 1] is a
06 random value with stabilization tendency.
‘E’g'i : Table 1. Reputation of objects from amazon.com
03 — object 1 2 3 4 5 Aggregation
02 |- A 17 77 89 154 589 4
01 - B 55 29 46 90 732 4.5
~4 - ! C 14 20 62 137 788 4.5
-12 3 18 D 16 26 49 121 734 45
E 58 60 161 380 234 4.5

Figure 1. Cloud graph of one-dimension normal form cloud
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U:STD— [0, n] V x € STD x—(X) the lower the effectiveness of its object reputation. In

Then the distribution of x on STD is defined as STC(x)Order tt(') corlrect!%/h evgluakte tr(;at, _t\éve texte?o! Ihed cloud
and every x is called subjective trust cloud drops. generation algorithm backward without certainty degree

The subjective trust cloud is extensible, and when the! [24]’ and design a weighted packward cloud generation
Igorithm. Based on the distance from reputation

discourse space of STD is [0, 1], it is equal to the trus valuation time to current trust decision time, this

cloud in [16]. Quantitative reputation of subjective trust Igorithm assigns different weights to reputation data of
cloud can be ordered value composed of any value of [Qyifterent times. The basic weight rule of this algorithm is,
n]. For STD, ordered value is composed of a set Of,e newer the reputation data is, the bigger its weight and
sequential or discrete values reflecting reputation, whiclyice versa. We first explain the time model of reputation
makes subjective trust evaluation based on cloud morgnq pasic rules for weighting.
pervasive. Firstly, without extra data processing, it is Suppose the time model of reputation M=<xXfg T>.
applicable to discrete or sequential value reputation grade 1) X={x,,x,,...,x.} is the full set of historical reputation
mechanism. Secondly, it can effectively reflectdata of an object. For any, Xime(x) denotes the time of
qualitative-quantitative transformation of cloud andreputation evaluated.
climbing-up of qualitative concepts. If reputation is 2) t. denotes the current time of trust decision and
continuous values, it reflects qualitative-quantitativeserves as time origin, tlenotes certain time of forward
transformation between subjective qualitative trustdirection of time axis, and serves as time threshold for
concepts and quantitative discourse. If reputation igudging effectiveness of reputation.
discrete value space, it reflects climbing-up of fine 3) T={tyt...,tna} is an ordered set composed of m-1
granularity of concept, namely, qualitative concepts andime values between and t. For any { d=[t-t| is called
values in discourse space form hierarchical construct gime distance fromtto t, and satisfies following
concepts. constraint.

The other characteristic of subjective trust cloud means 1)0d; (<i<m-1) - d, <|t, —t,|
that it doesn’t necessarily require qualitative concept in 2) Od,,d; 1<i < jsm-1) - d, <d,
trust space, namely, regulating trust grade. It evaluates Based on Time(x t, can separate X into two subsets,

OV?“"" _objects’ reput_atio_n by just comparing=x, He > _ X7 and X', and they satisfy the conditions below.
which is called subjective trust character vector. It is 1) X= X UX5, B Xy'NX=®

necessary to endow its numerical characteristic with , . .

rational and significant physical meanings in the context )0, OXA=i<n) - (|T|me(xi)—tc| S|tc _tb|)

when cloud model expresses qualitative knowledge. In 3)0x OX;(1<i<n) - (|Time(>g)—tc|) <|tc—tb|)

this paper, we takeEx as typical value of objects’  As mentioned above, serves as time origin, angH]
reputation, namely, average reputation level of objects. Igerves as time threshold for judging effectiveness of
addition, we useHe to reflect decentralization degrees reputation evaluation data. The set of X is separated
from objects’ reputation to the average, namdhe  based on the difference of |Timgfk| and |tt,|. Time
reflects the stability of an objects’ reputationEK is big,  distance from any element in,’Xto t; is less than or

then an object’s ability to satisfy a subject's need is bigequal to the threshold, and that of ¥ more than the
and vice versa. IfHe is small, then the stability of threshold. Therefore, we consider evaluation time of

reputation for an object is good and vice versa. reputation data in X to be far away from current
o ) decision time, which can't correctly reflect the object
Subjectivetrust cloud design reputation of current time. Evaluation data of object

The first step for a quantitative evaluation of an objectg€putation is all included in X _
reputation is to design the STD, confirm the upper/lower The set T separates time interval betwgemd  into
limit of reputation space, and select discreteness g Sub-areasalled temporal windows and marked as W
continuity of reputation. In this paper, we give a possible! ©mporal windows make ;X m subsets of reputation
STD design, with five-grade-mechanism of Amazon.convaluation data, Xt Xt .., Xt ~ They satisfy
serving as an example. When STD is a discrete spact®/lowing conditions:

every discrete reputation virtually can be considered as For any temporal windowWin, =<t t. >, t

: . . . N low? “sup low *
?hl:salggg\é? concept. STD is designed to be[1, 2, 3, 4, 5] |ri1S the lower time limit of W, and t

i
sup

is the upper time

limit of Wing which satisfy [ti,, —t| < [ti,,~t,

Generation of numerical character value of STC

C

Object reputation varies with time, and it associatesMn, = t;up—tliow| is called window length of Win
closely with its historical reputation and time [27]. _ ,_

Therefore, evaluation data of subjective reputation is onI;%rthUthU ""’L_JXtm’ Qnd _
effective for a given period of time. This means the DXt Xt @sismlsj<m - (Xt 0 Xt)=¢

further away the evaluation time from the trust decision, ~ Oy0 Xt,.20 Xt,@<i<j<m) - [Time(y) -t <[Time(2) -t
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48 An Evaluation Approach of Subjective Trust Based on Cloud Model

When we design the set of T, we should consider thes big andHe is small. A formal description of the trust
time span of jth|, and quantity of reputation data in the decision, based on the subjective trust cloud, is expressed
span. T further separates ¥to m subsets, and based on by equation (6).
whose subject temporal windows, there is strict time ] .
sequence in %t Xt,, ..., Xt There is equivalent weight Transform (Objs) <Ex,He> Objs (6)
of effectiveness for some reputation data whose time
value is in the same temporal window. For any subset Xt But_the character vectors may not accurately represent
(1<=i<=m) of X/, we can assign a weight wiwhich the things Fhe trust subjects care abogt because they only
denotes the reputation influence extent from data jnoXt Pay attention to the result of selecting a trust objects
that of overall results of the objects. Weights shouldbased on some reasonable and simple rules. Therefore,
satisfy the constraints of expressions (3) and (4). Basegimilar to some existing method’s ?* % it is very
on these expressions, we provide a simple weightecessary to provide one certain approach, which can
assignment method satisfying the expression (5), which isombine theEx with He to obtain certain simple result of
based on that, as the time distance @roin t.increases, reputation, for trust subjects. Relying on the simple result,
its effectiveness for a period of time fades, and wehe most suitable object would be selected for trust
express that fading trend in the mode of descent with thsubjects. Here we provide a reputation scoring method to

same difference which is indicated by the variabter. address the issue.
Oy O Xt x O Xt A<k<l<m) - (Wi, <wt,) (3) As stated as abqux expresses thg average reputation
: . level, andHe describes the decentralization degrees from
(levvt‘)=1 (4) reputation to the average, namely, stability of uncertainty

_ . _ of reputation. Hereby, for calculating quantitatively, we
Wi = W~ Inter @i < m-=1) () consider theEx as the master value ahte slave value.

After calculating the weights we can apply the Reputation score is a function B andHe and increases

weighted backward generation cloud algorithm, towith Ex and decreases witHe. The formalized function

calculate the subjective trust cloud value€ErfEn, He.  of reputation score (hereafter RS) is described as

The weighted backward generation cloud algorithm iSRS = Exxe™¢ (7).

described as follows. Expression 7 can represent the basic function
Input: a set of N cloud drops, &{X 1,X,...,.xn}, and @ relationship among REx andHe. But in some special

set of cloud drops’ weight, ¥W{ wu,Wep,....Wm}. M situations, expression 7 may have inaccurate results. To

indicates the number of temporal windows. ~ analyze these special situations, some typical casgs of
Output: (Ex, En, andHe) representative of qualitative zndHe are listed in Table 2.

concept of N cloud drops. According to expression 7, the RS is clearly better in
Steps: casel than case3. However, if there exists object A with

1) Calculate the weightvof x with the equation i.e., high Ex andHe, and object B with lowEx andHe. Then

=W ci<Ni< i< P ; the Ex of A may be higher than B’s, but object A and B
W %umV\ﬁnj AsisNlsjsm) . Winis the jth may have the same RS. In this situation, RS can not tell
temporal window and yvis the weight of it. num (Wi the fine difference of object A and B. To overcome the
is a function which computes the number of drops iriSSUe, expression 8 is introduced to amend the function of
win;. expression 7.

2) On. the basis of;and its weight, calculate sample RS = Exxe-He+EEX(C:b+1) ®)
mean, first-order absolute central moment, and sample C
J— N N —
variance of x i.e., X =Zvvi>g , Zvvi‘x —X‘, and b is an impact factor to adjust the computing result
oy oy C

of RS. Expression 8 with the impact factor can
distinguish the RSs among objects in case?2 and case4.

S =Tw(x-X)

3) Ex=X We can prove the validity of expression 8 as follows:
) . Proof: Suppose RS&nd R§ are the reputation scores
4 En= r —Ex = xe He b
" 2;W'|x | of objects A and B.R&=EXxe "+ EX.
- = - ‘He , b and Ex>Ex,.
5) He=y|S'- e Rs,=Ex.xe "®+ 2 Ex,’ L
Table 2. Table 1 four casesof EX and HE
4.2 Trust Decision-making
Ex He
After we compute three numerical values of the subjective Casel High Low
trust cloud, we can make trust decisions based on theCase2 High High
foundation of its character vector. For the physics Case3 Low High
meaning of <€x, He >, we should pick objects who&s Cased Low Low
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1) If RS=RS,then Firstly, we divide the ten weeks into three temporal
oHe P windows. The number of weeks of each window is 1, 4,

E)gxe’HMPEXa:EXbxe’H%EEXb and EX _ c and 5 respectively. Applying the weighted backward
¢ ¢ Ex. eHe.b generation cloud algorithm, we can obtain the numerical

(Cg) characteristics of the subjective trust cloud for objects A,
B, and C depicted in Table 4.

2) Because l<e<l andHe>0, so 0<€ " <1 and From table 4, th&x of B is lower than that of A and C.
O<e""‘% <1 But the Ex of A is similar to C, and their difference is
Ex, b1l only 0.07. However, thele of A is smaller than that of C.
3) Astheresult, K —= < c/b =—— Therefore, we can say that the basic level of reputation of
Ex, b B is lower than others, and the stability of reputation of A

4) From the initial assumptions and the sequence ofs higher than B. The result shows not only that the cloud
deduction steps, we can conclude that it F#&g, then  model can express the uncertainty of subjective trust, but

Ex, approximately equals to Ex the numerical characteristics can be used as the decision
o Ex, constraints for subjective trust decision-making, and
Similarly, let 57 , then indicate fine differences among objects.
a Next we validate the effect of temporal window on the
geHe 1 4P _ He . P(10). Applying natural logarithm result of reputation evaluation based on our approach.
c ¢ Actually, customers or owners of web site have many

and equation transformation to equation 8, we can get Sptional ways to define different temporal windows.
new equationHe, - He, = Ln(iz) (11). Sincea is close They can choose two, three, or more temporal windows,
a and decide the number of basic time units of each one.
to 1, He is approximately equivalent to He Table 5 gives some possible methods to divide temporal
Computing the RS of objects by the equation 8, caivindows.
o _ b . _ Temporal windows depicts the number of temporal
limit the error into acceptable range: is used to adjust windows whereas the column of Basic time unit indcates
he partition of each temporal window. For example, (1, 4,
b ) means the first window should contain one week, and
of =, more fine difference among reputation score ofthe second and third should contain four and five weeks.

the precision of reputation score. More small the invers

C o ) The curves ofEx and He of A, C under different
objects can be distinguished. partitions are shown in Figure 2 below.
The red curves represent object A, and blue ones
5. Experiment and Discussion represent object C. According to the partitions of Table 5,

5.1 Maintaining the | ntegrity of the Specifications the Ex of A is always higher than that of C, and the of

. . . . Table4. Reputation ranking and the numbers of STC
Because most Web Sites can’t provide time of reputation i g

and the intention of the experiment is evaluating the objects Ex En He
effectiveness of the approach in the paper, we simulated A 3.60 1.45 0.62
the time of reputation based on real reputation data from B 3.13 151 0.62
Amazon.com. We collected 14 objects which provide a C 3.53 1.46 0.88
similar service, with ratings of each service greater than
7?05Ta?le 3 shows three typical original reputation data Table 5. Theinstances of temporal windows
of objects.
The simulation steps are described as follows. Serial Temporal The number of basic
1) Assume the basic time unit is a week and all_number windows time unit
reputation data has been given in past ten weeks, this 1 2 (10,0)
meansgE=10 weeks. 2 2 19
2) Designate several different ways to divide the 3 2 (2.8)
temporal windows 4 2 B.7)
3) Calculate time weight for each temporal window > 2 (4, 6)
based on the equation (4) and (5) 6 2 (5.9)
7 2 (6, 4)
Table 3. Theoriginal reputation data of three objects 8 2 (7.3)
objects 1 2 3 4 5 190 ; Eg 3
A 264 519 496 649 967 11 10 (1’ 1' 1: 1’ 1' 1: 1’ 1' 1: 1)
B 571 533 504 680 363 12 3 1, 4,5)
C 424 604 903 579 756 13 3 (1,2,7)
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Figure2. Ex and Hecurvesof A and C
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Figure 3. Curves of difference of Ex and Hefor A and C

A is smaller than C. Therefore, we can conclude that ,
different partition methods don’t change the result of
reputation evaluation based on the subjective trust cloud.
But different partitions can affect the precision ofy
reputation evaluation. To exhibit this, the curves showir @ 25

Ow>

the difference oEx andHe of A, and C are depicted in % 2
Figure 3. S 15
In Figure 3, the difference oEx reaches the & 1

maximal value at the tenth partition, and the minimum at
the second partition. However, the maximum and 9

minimum of He are achieved at the first and third 0

partition. So the trend of the two curves is not absolute 2 3 4 gbjegs e

consistent. We believe the distribution of reputation data

may be what causes the difference under differentFigure4. Reputation scoresof trust objectsA, B and C
partitions. Additionally, from Figure 2 and 3, the

difference ofEx of A and C is more than zero, while their ~ There are ten groups of columniations in Figure 4. The
He difference is less than zero. Although differentvalue of c of each group from left to rightis 3, 5, 8, 7, 21,
partitions may result in dissimilar evaluation, we can3Ll: 41, 51, 101, 1001. The RS changes clearly from 3 to
obtain the same conclusion which is consistent with thaf 1+ but these ones between 31 and 1001 are very similar.
from Figure 2. That is the result of reputation evaluatior? It IS N0t necessary to give ¢ a high value. On the other

does not change with the partition method. hand, b can control the precision to tell difference of
c

5.2 Reputation Scoring Function

[N

RSs. Actually RS of reputation may be in the range from
Based on the values Bk andHe in table 4, we apply the EX to Ex. At the same time, we could find that different
reputation scoring function mentioned in section 4.2 to ¢ ' ’
compute the quantitative reputation scores of trust objects.would not affect the order of reputation scores for
Then the RSs can be calculated and the graphs of the R8sjects A, B, and C. From the view of reputation scores,
object A may be the final one selected by trust subjects.

. b . -
under dn‘ferentz Is shown in Figure 4. The choice result based on reputation score is consistent
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with that one based on Figure 2 and 3, but more simplg] M. Blaze, J. loannidis, and A. D. Keromytis, “Experience
and suitable to trust subjects. with the keynote trust management system: Applications
: and future directions,” iTrust, New York: Springer, pp.
6. Conclusions 284-300, 2003,
Cloud model overcomes the limit of fuzzy set theory[9] M. Blaze, J. Feigenbaum, and A. D. Keromytis, “KeyNote:
which represent fuzzy concept with an accurate and sole trust management for public-key infrastructures,” B.
membership degree. We proposed an evaluation approach Christianson, B. Crispo, S. William, et al., eds, Cambridge
of subjective trust based on subjective trust cloud. The 1998 Security Protocols Intl. Workshop, 1998.
approach combineBx with He of subjective trust cloud [10] T. Beth, M. Borcherding, and B. Klein, “Valuation of trust
to evaluate the randomness and fuzziness of subjective in open networks,” Proceedings 1 European Symposium on
reputation. We validated our approach with a simulation  Research in Security (ESORICS), Berlin: Springerlag, pp.
experiment and showed the effectiveness of the approach. 3-18, 1994.
Our approach needs time of reputation. However, mosgti1] R. Yahalom, B. Klein, and T. H. Beth, “Trust relationships
Web Sites don't provide this data. But with development iy secure systema distributed authentication perspective.
of business and cooperation on the Internet, especially proceedings 1993 IEEE Symposium on Research in
with more attention put on satisfaction of general public,  security and Privacy 1. Los Alamitos: IEEE Computer
we believe that the evaluation of reputation change will  gociety Press, pp. 15064, 1993.
be a novel and effective approach to assist end—users(gpz] S. K. Liu and X. T. Liu, “A new method of elevation of
trust decision-making. Furthermore there is still a nee confidence level of large-scale perplexing simulation
for significant research in this field, such as how to system,” Journal of System Simulation, Vol. 13, No. 5, pp.
extend the approach to apply in the other related field, gg6-669 2001.
how to design and validate other weighting methods of; 3 A jgsang, “A logic for uncertain probabilities,” International
reputation, how to Comb'n_e. SUbl(?Ct'Ve with objective” "~ 55,ral of Uncertainty, Fuzziness and Knowledge-Based
trust data to make trust decisions, find the reasonable law Systems (S02181885), Vol. 9, No. 3, pp. 27811, 2001.

and rules to design temporal windows and so on. [14] Y. Wei, J. S Li, and P. L. Hong, “Distributed peer-to-peer

trust model and computer simulation,” Journal of System
Simulation, Vol. 18, No. 4, pp. 93842, 2006.
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ABSTRACT

Journals and their citation relations are abstracted into journal citation networks, basing on CSTPC journal database
from year 2003 to 2006. The network shows some typical characteristics from complex networks. This paper presents
the idea of using motifs, subgraphs with higher occurrence in real network than in random ones, to discover two
different citation patterns in journal communities. And a further investigation is addressed on both motif granularity
and node centrality to figure out some reasons on the differences between two kinds of communities in journal citation
network.

Keywords. Motif, Classification, Journal Citation Networks

1. Introduction

As an effective method, complex networks have beemetwork motifs

widely used to describe many complicated real world Nreal —<Nrand.>
systems. It can be regarded as the topology abstract of Z = : :
many real complex systems, whose structure do not rely std(Nrandi)

on node position or edge form, but with two essentiab p_value means the probability of network motifs
attributes-small-world [1] and scale-free [2]. appearing in a randomized network an equal or greater
Though many networks present common global pymper of times than in the real network.

characteristics, they could have entirely different local jlo and his fellows also published the motif detection
structures. Recent researches indicate that network moti§yftware, named MFinder in the homepage of Uri Alon
interconnected patterns occurring in numbers that argyp. |n MFinder, the subgraphs need to satisfy the default
significantly higher than those in identical randomizedsettings to make themselves network motifs, in which
networks, may be the “simple building blocks” in their Z-Score should bigger than 2, and P-Value should
complex networks [3]. The concept and applications ofess than 0.05. Figure 1 shows a motif detection in real
motifs are first appeared in biological field. They presenfetwork and random network respectively by Ron Milo.

in biological systems as characteristic modules to carry The reminder of this paper is organized as follows.
out some certain kind of functions. For example, thesection 2 outlines the construction and essential attributes
same motifs, defined as feed-forward loops, have beepf journal citation networks. Section 3 presents the
found in organisms from bacteria and yeast [4], to plantgegree analysis of the networks. Section 4 analyses the
and animals [5,6]. This kind of motifs plays an importantmotif structures and citation patterns in journal

role of persistence detectors, or pulse generator angbmmunities, and Section 5 concludes the whole work
response accelerators. These kinds of research resulifd discusses future research directions.

always make some direct biology meanings Bésides,

with certain iterations, many small, highly connected?2, Construction Principlesand Attribute
topologic motifs could combine in a hierarchical manner Analysis

into larger but less cohesive modules [8].

Ron Milo proposed two concepts in 2002, which areThis article obtains the original data from a project led by
shown below to find motifs in networks. And then theythe Institute of Scientific and Technical Information of
gave the concept of “superfamilies” in 2004 and also th€hina in 2004 [10]. The project formed both the citing
significance profile (SP) method to compare the locabnd cited matrixes of each journal, which is embodied in
structure between different kinds of complex networksChina Scientific and Technical Papers and Citations
[9]. The result shows that networks from different fields(CSTPC) database from year 2003 to 2006 respectively.
can share similar characteristic of local structures. The journal citation networks are constructed according
e Z-Score, valuing the statistic importance of eachto those matrixes.
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Figure 1. Motif detection in networks

this journal and ending with the journal it cites.
Otherwise, if one journal is cited by other ones, then add
an edge beginning with the journal which cites it and
ending with this journal. After sorting one-year journals
this way, a directed journal citation network can finally
be formed.

This article presents many essential attributes in
journal citation networks of these four years. For instance,
network connectivity, network diameter, average path
length and also average clustering coefficient. Table 1
shows some fundamental statistic information. It can be
found that network scale grows steadily from the year
2003 to 2006, except a sharply edge decrease in the year
2005. According to a further investigation, this phenomenon
has something to do with a limited threshold in the
original datasets, which is set up to filtrate the noise data.
The average degree can explain average citation times
between journals. It shows that the citation is more
positive in 2006 than other years. Meanwhile, network
diameters are no bigger than six in the year 2003, 2004
and 2006, and these networks also have big average
clustering coefficient, which indicate typical small-world
characteristic commonly in complex networks.

3. Degree Analysis

Degree is a simple but important definition to describe
node attributes, which can reflect some network
characteristics intuitively. When it comes to directed
journal networks, a node’s outdegree is the number of
journals it cites, and its indegree is the number of journals
citing it. Figure 2 shows the indegree and outdegree
distributions of these four years. It is obvious that the
nodes whose indegree or outdegree are bigger than 10,
are in accordance with power-law distribution, which
means a typical scale-free characteristic. Most nodes of
small degrees have few cited or citing relations, but in
contrary, large quantities of citation relations are held in
only a few nodes. Particularly, though some nodes with
really small degrees are not accordance with power-law
distribution, their citations are totally rare when
comparing with the entire network scale. To some extent,

In this paper, we define a journal citation network asthis kind of journals is the so-called fringe journals, and it
follows: each journa| expresses as a node of network' ﬂoes not play a vital part on the distribution characteristic
one journal cites others, an edge is added beginning wit®f globe network.

Table 1. The statistical data of fundamental attributes

2003 2004 2005 2006
node number 1577 1659 1658 1787
link number 32823 42909 25923 47470
ratio L/N 20.81357 25.86438 15.6351 26.56407
maximum indegree 211 264 255 288
maximum outdegree 98 84 124 245
average degree 36.27774 4451718 27.22799 47.6911
network diameter 5 6 8 6
average path length(reachable) 3.47 3.242 4.073 3.782
average path length(bidirectional) 2.709 2.616 2.969 2.642
average clustering coefficient 0.238 0.246 0.269 0.302
Copyright © 2008 SciRes JSEA
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Newman proposed the concept of community structure to
indicate that an entire network is comprised of some
communities or clusters. Nodes are joined together in
tightly-knit groups, between which there are only looser
connections. The community structure reflects high
clustering and modularized characteristics. Many real
networks, such as biology network, WWW network and
social network have all been proved had obvious
community structures. This article makes an analysis on
2004 journal citation network, and also finds the typical
community structure in this network.

For the category differences, the citation times between
different kinds of journals are extremely different. For
example, there are only no more than ten times citations
between class of physic and traffic, but thousands of
times citation between all kinds of medical journals, such
as pharmacy, clinical medicine and traditional Chinese
medicine, etc. In principle, tight citation correlations
make journals assemble in the same community, while
loose citation correlations make journals separate into
two communities. Through the designed experiment,
journals of the same category or several similar
categories generally appear in the same community with

Figure 2. Theindegree and outdegree distribution the partition of the whole journal network into twenty
different communities in all.

In order to give a further look on the degree characteristic In the following work, this article analyzes the
of these journals, Figure 3 shows the four-year correlationdifferent citation relations between those different
between indegrees and outdegrees in journal networks, f@mmunities. Motif kind presents in an exploding way
which each point corresponds to a node, and the x-positiosith the increase of node number. For example, there are
is determined by the node’'s indegree, the y-positiori3 kinds of motif with three nodes, while the number of
corresponds to its outdegree. We can find that most nod&&d rises to 199 with four-node motifs. Since journal
in journal network have significant distances with indegreé'etwork belongs to sociology field, and it is found that
and outdegree value. They are either with larger indegre¥ocial networks are more likely to contain triangle
but smaller outdegree, or vice versa. Only few nodes havélations. Therefore, in this paper, the research is mainly
both large indegree and outdegree. This characteristic f/tspread on the granularity of three-node motifs.
especially obvious in the year 2006.

It presents that nodes with large indegree have a good
opportunity to be retrieved by SCI or El, such typical
examples including Chinese Science Bulletin, Chinese
Journal of Computers, and etc. This kind of journals
usually has a great influence in domestic journals of the
same kind, which lead to a positive citations to them. But
when it refers to their comparatively smaller outdegree,
we believe it has a strong probability these influential
journals prefer to make citations with those international
journals. What have analyzed above indicates one
citation characteristic of Chinese journal networks, that is
journals retrieved by SCI/El generally have a highly
inclination to be cited, but with low positivity to cite
other non-core journals in contrast.

4. Motif Structurein Journal Citation Networks

4.1 Motif Structurein Communities

It has been mentioned in the previous article that it is

important to research on network local topology structure

and generate mechanisms. In recent years, people find a

clustering characteristic in complex networks {14]. Figure 3. Theindegree and outdegree correlations
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According to the concrete meanings in journal citationto the corresponding randomized networks. Generally
networks, these thirteen motifs are classified into twospeaking, the higher Z-Score a motif has, the more
kinds: one named “unidirectional citation clusters”, significant for it to present typical characteristics in a
comprising with motif ID36, ID12, ID6, ID38 and ID140. network. Considering in the journal citation network, the
This kind of motifs have a common characteristic, that isnutual citation clusters’ high Z-Score value can partly
none of them contains any bidirectional edges, whichilluminate the mutual citation pattern is a special pattern
means any pairs of nodes in these three-node motifs hawecurring in journal networks.
no mutual citation relationships. To be contrast, the other Figure 4 shows motif frequency distribution of partial
kind named “mutual citation clusters”, with the motif communities, according to which we can classify these
members of ID164, ID14, ID78, ID166, 1D174, 1D46, communities into two kinds. In the first kind, the motifs
ID102 and ID238, in which there could be one or everlying in the frontal part of coordinate show a higher
more bidirectional edges. In other words, it has at leadtequency compared to the second kind, while the motifs
one mutual citation relationship between the three nodeslying in the latter part of coordinate have a lower

It indicates in Figure 3 the unidirectional citation frequency. The second kind displays in a completely
clusters play an absolutely dominant part in journalopposite way. To a further analysis, the first kind
networks, proving Chinese journal networks are moreeommunities are commonly large in node scale, for
inclined to display unidirectional citation correlations. Onexample, the Medical Sciences community has 437 nodes;
the other hand, the occurrence of mutual citation clusterthe Biological and Agricultural community has 184 nodes.
is much lower, but their Z-Score [13] values are generallyThe second kind communities have relatively small node
much higher than motifs belonging to the unidirectionalscale, with only 25 nodes in Light Industry & Textile
citation clusters. Z-Score is a certain variable to weiglcommunity and 37 nodes in Chemical Sciences
the statistical significance in real networks with a comparisogcommunity.

Table 3. The Motif Frequenciesin Several Network Communities (2004)

ANV 7 VA A D

Civil & Water 10.62% 12.56% 18.66% 16.45% 14.24% 3.84% 6.10%
M athematical Sciences 10.20% 10.41% 10.95% 11.82% 12.04% 4.77% 9.76%
Biology & Agriculture 9.68% 26.85% 16.12% 19.26% 8.48% 3.08% 5.97%
Light Industry & Textile 3.55% 9.22% 10.28% 28.37% 9.93% 4.26% 1.06%
Traffic Related 9.24% 11.14% 17.08% 19.97% 14.27% 7.01% 3.80%
M echanical Engineering 6.38% 16.53% 10.55% 25.48% 9.38% 6.04% 3.72%
Chemical Sciences 6.20% 11.32% 7.91% 22.97% 13.02% 10.02% 2.66%
Electronic Info. & Computer 9.79% 27.90% 15.01% 17.39% 8.35% 2.32% 7.16%
Geological & Geophysical 4.87% 11.99% 8.97% 23.53% 9.54% 7.35% 3.88%
M aterial Sciences 5.51% 22.65% 9.32% 26.60% 5.63% 5.01% 5.63%
Comprehensive 24.65% 23.27% 30.71% 8.51% 7.10% 0.34% 3.28%
Medical Sciences 14.82% 38.36% 19.29% 11.16% 6.62% 0.92% 4.18%
Physical Sciences 6.17% 12.88% 11.99% 24.34% 10.94% 7.94% 4.06%
VO vV aE Y S

Civil & Water 1.00% 3.57% 2.36% 3.89% 5.10% 1.63% 48.92%
M athematical Sciences 0.98% 6.94% 5.75% 4.45% 9.76% 2.17% 42.30%
Biology & Agriculture 0.38% 2.96% 1.85% 1.79% 2.73% 0.82% 59.01%
Light Industry & Textile 1.16% 7.80% 0.71% 1.06% 11.70% 12.06% 25.27%
Traffic Related 0.35% 2.56% 2.48% 2.97% 6.19% 2.15% 41.60%
M echanical Engineering 0.27% 5.57% 2.16% 2.88% 6.98% 3.98% 37.44%
Chemical Sciences 0.33% 5.04% 2.59% 2.52% 9.41% 6.07% 28.42%
Electronic Info. & Computer 0.59% 4.98% 2.18% 1.18% 2.19% 1.23% 60.44%
Geological & Geophysical 0.06% 6.41% 2.75% 3.86% 9.74% 6.53% 29.77%
Material Science 6.38% 2.32% 2.13% 6.82% 1.94% 0.08% 49.50%
Comprehensive 0.46% 0.17% 0.53% 0.19% 0.57% 0.31% 82.37%
Medical Sciences 0.88% 1.35% 1.14% 0.58% 0.91% 0.51% 77.53%
Physical Sciences 3.88% 3.17% 3.88% 7.05% 2.82% none 38.98%

*UCC means unidirectional citation clusters
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Figure 4. The comparison of motif frequenciesin communities

Considering with nodes connection principles in thecommunities is generally much higher than the
twenty communities respectively, it is found that in thecorresponding frequency in both two communities. For
first kind of communities, the sum frequencies of motifsexample, the electronic information & computer
in unidirectional citation clusters exceed 50%, meaning @ommunity and medical community both have an
dominance of unidirectional citation patterns. A few “hubinclination to unidirectional citation pattern with the
nodes” have much larger indegree, and other nodes aflequency of unidirectional citation cluster 60.44% and
inclined to connect to these nodes. However, these “hub7.53%, respectively. But this frequency rises up to
nodes” always have very few citing connections with91.28% between these two communities.
other nodes, even containing in the same community.

For the second kind of communities, the sum value osz Node Centrality in Communities
motif frequencies belonging to the mutual citationThe structure of complex networks is typically
clusters is more than 50%, making a dominance Ofnaracterized in terms of heterogeneous and topology
mutual citation pattern. We can see from above analysigifferentiate of nodes. Take node centrality in different
that most nodes in this kind of community play acommunities into consideration. Based on the classical
common role with no citation inclination in them. _centrality measures, here this paper mainly discusses

When_ considering no_de_ or edge as the basf'(aegree centrality and closeness centrality. The former
granularity, one charactenshc of community structure 'Seflect the numbers of links incident upon a node, while
wﬁalogﬁgrgggﬂggggnﬁ Vt\)/ﬁlt V!?E)?N txﬁe?:g?euTg:eése'_nzzeegl_oseness centrality defines_ as the reciprocal of geodesic
motifs as the basic granularity? For a furtherd'Stance between nodes. Since the lower closeness value

investigation, we also take a research on motif® node has, the higher distance it reaches other nodes,

constitution and citation patterns between these twent{)€re We take two typical networks from the two kinds of
communities. We find that citation pattern betweencOmmunities. One is electronic information & computer
communities are entirely inclined to the unidirectionalCOmmunity ~as the unidirectional citation pattern
pattern, meanwhile the frequency of unidirectionalcommunity and the light & textile industry community as
citation clusters is more than 70% between mosthe example of mutual citation pattern. Figure 5 shows
communities. This statistical data is even up to 100%he frequency distribution of node centrality in the
between biology and agriculture community andelectronic information and computer community
electronic information and computer community. It is shown that nodes with large indegrees generally
Meanwhile, it is also shown the frequency of thecorresponding to small outdegrees, and the ones with
unidirectional citation clusters between any twolarge outdegrees turn out to have small indegrees. The
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Figure 5. The centrality on electronic info. & computer communities

electronic information & computer community containsindicate the loose citation relations between them and
88 nodes, and there are 19 nodes with indegrees biggether nodes.

than 17, in which nearly 70% nodes with outdegrees In the same way, taking the light & textile industry
smaller than 10. The journal with biggest indegree iscommunity as an example for the second kind of
“Computer Engineering and Applications”. Its indegreecommunity to analyze its centrality, and the tendency is
value is up to 59, but only has an outdegree value of 14hown in Figure 6. Nodes with large indegrees usually
To be contrast, “Journal of Beijing University of Postsalso have large outdegrees, and vice versa. The node with
and Telecommunications” as the journal with biggestmaximum in-degree and maximum out-degree all
outdegree of 27, only having an indegree of 5. Théelongs to “Food Science”, the two values of which don’t
degree distribution characteristic induces a strondniave too much difference (in-degree=11, out-degree=7).
unidirectional citation pattern in this kind of communities.This kind of degree distribution presents tight
On the other hand, though the incloseness and outcloseennections among the nodes in communities. With
ness of each node are approximately consistent, thHerther consideration on closeness centrality, it is easy to
whole picture shows sharp changes. Most nodes havi@ure out nodes in the light & textile industry distribute
small closeness, except four of them, which arejuite even from the globe network, because the closeness
“Computing Techniques for Geophysical and Geo-curve displays in a gentle way. Figure 7 gives a directly
chemical Exploration”, “Robots”, “Plezoelectrics and look on node closeness, where node sizes are consistent
Acoustooptics” and “Electronic Components & Materials”. with their closeness value. This phenomenon tells a
These four nodes all locate near the edge of network, darther illustration on the bidirectional citation tendency
shown in Figure 8. left. And their large closenesse®f the light & textile industry community.

L T T T T T T T T T T
—*— Indegree
—+— QutDegree
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L —+—OutCloseness | B

o o
=] =]
=] &
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Figure 6. The centrality on light & textileindustry communities
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Figure 7. Centrality of journal network communities (Ieft shows the eectronic info. & computer community, right

showsthelight & textileindustry community)

5. Conclusions

Chinese journal citation network is abstracted from mor(£4]
than one and a half thousands of Chinese journals gf;
science and technique by CSTPC index. It is found these
networks have obvious clustering characteristic and
small-world pattern. This paper also borrows the motif6]
concept into consideration to present some structure
differences between two different kinds of network
communities. One kind is more inclined to unidirectional
citation pattern, while the other prefers the bidirectional’}
citation ones. Then we give a further investigation on the
reason of these two different kinds of citation patterns[s]
according to node centrality in the communities. With a
detailed statistics on node degree and its closeness, it
illustrates communities of different kind also share|[9]
different centrality characteristics.

Unlike general methods, this research takes three-node

824-827, 2002.

T. I. Lee, et al., “Transcriptional regulatory networks in
Saccharomyces cerevisiae,” Science, 298: pp-8030 2002.

D. T. Odom, et al., “Control of pancreas and liver gene
expression by HNF transcription factors,” Science, 303: pp.
1378-1381, 2004.

N. Iranfar, D. Fuller, and W. F. Loomis, “Transcriptional
regulation of post-aggregation genes in Dictyostelium by a
feed-forward loop involving GBF and LagC,” Developmental
Biology, 290: pp. 466469, 2006.

R. Prill, P. Iglesias, and A. Levchenko, “Dynamic properties
of network motifs contribute to biological network
organization,” PLoS Biology, 3: pp. €343, 2005.

E. Ravasz, A. L. Somera, D. A. Mongru, et al., “Hierarchical
organization of modularity in metabolic networks,”
Science, 297: pp. 1551555, 2002.

R. Milo, S. Itzkovitz, N. Kashtan, et al., “Superfamilies of
evolved and designed networks,” Science, 303: pp.-1538
1542, 2004.

motifs as a basic granularity to find the discrepancy10] P. Zhou, L. Leydesdorff, and Y. S. Wu, “The visualization

between different communities, rather than on a
traditional node granularity. And it also gets some
interesting ideas on journal citation networks. In the
future, we could probably consider using motifs, a highel

granularity to be a community partition criterion, instead[lz]

of only using the system units, node or edge.
6. Acknowledgments

This work is partially supported by the National Grand
Fundamental Research 973 Program of China under
Grant No. 2007CB310803 and the National Natural

of Chinese Journal of Scientific and Technic in citation
environment,”
http://users.fmg.uva.nl/lleydesdorff/isticO3/index.htm.

11] G. Kossinets and D. J. Watts, “Empirical analysis of an

evolving social network,” Science, 331: pp-88, 2006.
M. Girvan and M. E. J. Newman, “Community structure in
social and biological networks,” Proceedings of the
National Academy of Sciences, 99: pp. 782826, 2002.

[13] J. Tyler, D. Wilkison, B. Huberman, “Email as spectroscopy:

Automated discovery of community structure within
organizations,” International Conference on Communities
and Technologies, pp. 836, 2003.

Science Foundation of China under Grant No. 60675032/14] F. Radicchi, C. Castellano, F. Cecconi, V. Loreto, and D.

REFERENCES

Parisi, “Defining and identifying communities in
networks,” Proceedings of the National Academy of
Sciences, 101: pp. 2658663, 2004.

[15] S. Fortunato, V. Latora, and M. Marchiori, “A method to

[1] D. J. Watts and S. H. Strogatz, “Collective dynamics of
‘small-world’ networks,” Nature, 393(6684): pp. 442,
1998.

A. L. Barabasi and R. Albert, “Emergence of scaling in
random networks,” Science, 286(5439): pp.- &2, 1999.

R. Milo, S. Shen-Orr, et al., “Network motifs: Simple
building blocks of complex networks,” Science, 298: pp.

(2]
(3]

Copyright © 2008 SciRes

find community structures based on information centrality,”
Physical Review E, 70: 056104, 2004.

[16] M. E. J. Newman, “Fast algorithm for detecting community

structure in networks,” Physical Review E, 69: 066133, 2004.

[17] G. Palla, I. Derényi, I. Farkas, and T. Vicsek, “Uncovering

the overlapping community structure of complex networks
in nature and society,” Nature, 435 (7043): pp--818, 2005.

JSEA



J. Software Engineering & Applications, 2008, 1: 60-67
Published Online December 2008 in SciRes (www.SciRP.org/journall/jsea)

Two-Tier GCT Based Approach for Attack Detection

Zhiwen Wang, Qin Xia, KeLu

MOE KLINNS Lab and SKLMS Lab, Department of Computer Science & Technology, Xi'an Jiaotong University, Xi'an, 710049,
P.R.China
Email: wzw@mail.xjtu.edu.cn, gxia@ctec.xjtu.edu.cn, luke@stu.xjtu.edu.cn

Received November #32008; revised November %;72008; accepted Decembéf,2008.

ABSTRACT

The frequent attacks on network infrastructure, using various forms of denial of service attacks, have led to an
increased need for developing new techniques for analyzing network traffic. If efficient analysis tools were available, it
could become possible to detect the attacks and to take action to weaken those attacks appropriately before they have
had time to propagate across the network. In this paper, we propose an SNMP MIB oriented approach for detecting
attacks, which is based on ttier GCT by analyzing causal relationship between attacking variable at the attacker
and abnormal variable at the target. According to the abnormal behavior at the target, GCT is executed initially to
determine preliminary attacking variable, which has whole causality with abnormal variable in network behavior.
Depending on behavior feature extracted from abnormal behavior, we can recognize attacking variable by using GCT
again, which has local causality with abnormal variable in local behavior. Proactive detecting rules can be constructed
with the causality between attacking variable and abnormal variable, which can be used to give alarms in network
management system. The results of experiment showed that the approach wigh G@T was proved to detect
attacks early, with which attack propagation could be slowed through early detection.

Keywords. Network BehavigrAttack DetectionGranger Causality TesManagement Information Base

1. Introduction

The frequent attacks on network infrastructure, usindncreased and abnormalities may show up in traffic
various forms of denial of service (DoS) attacks andsolume. These approaches rely on analyzing regularity of
worms, have led to an increased need for developingetwork traffic in order to provide indications of possible
techniques for analyzing and monitoring network traffic.attacks in the traffic.
If efficient analysis tools were available, it could become However, all the approaches on detecting attack
possible to detect the attacks and take action to suppresgentioned above absolutely depend on individual
them before they have had much time to propagate acroggtwork behavior at the target, which usually ignore the
the network. In this paper, we study the possibilities otausality among different network behaviors and the
SNMP M_IB based mechanisms for attack detection. impact of time series. Those impacts may be caused by
~ Detecting attacks close to the attacker allows Us tQtacking behaviors at the attacker in most cases, so it is
limit the potential damage close to the target. TraffiCyrone to produce a high rate of failed and false alarm [1].
monitoring close to the source may enable the networﬁ,S important to study how to construct network
operator quicker identifica_lti_on o_f potentigl attack andbehaviors influenced by attacks in a complex
allow better contr_ol of administrative domain’s resources,, .\ i.onment. The causal relationship of network behavior
Attack propagation could be slowed through earlyb .
detection. etw_een the attacker and the target make it become
l{)ossmle to detect the attacks early at the attacker and to

The current approach passively monitors networ . .
traffic at regular intervals and analyzes it to find any ake appropriate action to weaken those attacks before

abnormalities. By observing the traffic and correlating itthey hqve had time to propagate across the network.
to previous states of traffic, it may be possible to see N this paper an SNMP MIB oriented approach based

whether the current traffic is behaving in a correcton Wo-tier GCT (Granger Causality Tess) presented,
manner. The network traffic could be different because ofVhich can detect attack before the security was damaged
flash crowds, changing access patterns, infrastructurdl the target. According to the abnormal behavior
problems such as router failures, and DoS attacks. In tHgPnstructed at the target, GCT is executed initially to find

case of bandwidth attacks, the usage of network may ngliminary attacking variable, which has yvhole cqusality
Funding for this work was provided by China NSF Grant (60633020, with abnormal variable in network behavior. Relying on

60473136, 60373105), and National High Tech. Development Plan  the behavior features extracted from abnormal behavior,
(2006BAH02A24-2, 2006BAK11B02, 2007AA01Z475). GCT is executed again to recognize attacking variable,
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which has local causality with abnormal variable in localBandwidth accounting mechanisms have been suggested
behavior. The causality between attacking and abnormab identify and restrain attacks [11,12,13,14,15,16].
variable is used to build detecting rules. These detectinBacketeer [17] and others offer commercial products that
rules make it possible to detect attacks at the attackeman account traffic volume along multiple dimensions
early. SNMP MIB traffic variable ofidpOutDatagrams and allow policy-based rate control of bandwidth.
is successfully recognized as attacking variable an&ushback mechanisms have been proposed to contain the
detecting rules was built well under the experiment ofdetected attacks closer to the source [9,13,18]. Traceback
Trin0O0 UDP Flood. The final results showed that thehas been proposed to trace the source of DDoS attacks
approach with two-tier GCT is proved to detect attacks atven when the source addresses may be spoofed by the
the attacker early, which has great effect on slowing thattacker [19]. Seong [20] proposes a traffic anomaly
attack propagation to the target. detector, operated in postmortem and in real-time, by

This paper makes the following contributions: 1) passively monitoring packet headers of traffic.
considers the time series analysis of network behaviors; However, sophisticated low-rate attacks [21], which do
2) presents a novel approach based on two-tier GCT fonot give rise to noticeable variance in traffic volume,
detecting attack; 3) uses prevalent SNMP MIB traffic could go undetected when only traffic volume is
variable as input of detecting model; and 4) shows theconsidered. Recently statistical analysis of aggregate
approach with two-tier GCT is more accurate than thatraffic data has been studied. In general, the generated
with single GCT under the experiment of TrinO0 UDP signal can be analyzed by employing techniques such as
Flood. FFT (Fast Fourier Transform) and wavelet transforms.

The rest of the paper is organized as following. SectiofrFT of traffic arrivals may reveal inherent flow level
2 gives an overview of related work. Section 3 analysemformation through frequency analysis. Fourier
the time sequence of network attack. Section 4 giveransforms and wavelets have been applied to network
some basic definitions and presents the correlatiotraffic to study its periodicity [22,23].
method and correlating procedure of network behavior. Among the detecting methods, Cabrera first attempted
Section 5 describes a novel approach on detecting attatk detect network attack by using GCT whose core is to
based on two-tier GCT, which is SNMP MIB traffic check whether the lag information of a random variable
variable oriented. Trin0O0 UDP Flood experiment iswill make an statistically effective forecasting to another
carried out in Section 6, which shows the effect thatandom variable with statistical tools [24]. GCT has been
attack propagation could be slowed through earlapplied to many fields successfully, such as earthquake
detection. Section 7 draws conclusions of the paper. warning, stock-market analyzing, network security etc.

Cabrera carried out an experiment on detecting attack in

2. Related Work which SNMP MIB was chosen to act as detecting
Many approaches have been studied to detect, prevevariables in order to recognize some attacking variables
and mitigate malicious network traffic. For example,reflecting the attacking procedure, but the time interval
rule-based approaches, such as IDS, try to applpetween units in the same data series is too long to reflect
previously established rules against incoming traffic tothe causality between data series exactly. WANG Sheng
detect and identify potential DoS attacks close to thg25] considered that attacking procedure may have
victim’'s network. To cope with novel attacks, however,various causality in whole and local network behavior,
IDS tools such as Snort [2] require to be updated with thand he put forward the idea of GCT based on local data
latest rules. This paper pays attention to the problem cferies. There is no experiment done by WANG to support
designing generalized measurement based real-tintds idea.
detection mechanisms. Measurement-based studies haveBased on the foundation mentioned above, the
considered traffic volume [3,4,5], number of flows [6] asdetecting method of Causality in network behavior was
potential signals that can be analyzed in order to detestudied in-depth by making full use of existing SNMP
anomalies in network traffic, while we further utilize the MIB traffic variables. A novel approach with two-tier
SNMP MIB traffic variables such agpOutRequests, GCT characterized bywhole causality first, local
udpInDatagrams, tcpIinErgsetc. Work in [5] relies on causality seconds presented in this paper and will be
input data from multiple sources, while our work focusesdescribed detailed in below sections.
on the traffic variables located in each machines. .

Some approaches proactively seek methods to suppre:é's-rlme Sequence of Attack
the overflow of traffic at the source [7]. Controls basedTypical network attack includes spatial and temporal
on rate limits have been adopted for reducing thelimensions. Spatial dimension means the physical
monopolistic consumption of available bandwidth, tolocation of network entities involved in attacking
diminish the effects of attacks, either at the source or girocedure is arbitrary, and temporal dimension means
the destination [7,8,9]. The apparent symptoms ofhere is time sequence between mutual interactions
bandwidth attack may be sensed through monitoring biproduced by network entities involved in an attacking
rates [10] and/or packet counts of the traffic flow.procedure. The time sequence of network attack is
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depicted in Figure 1, where a complete attackingvalue is diminished monotonously during a time window.

procedure consists of the following four stages. (3 The observational numerical value is above the special
1) Prepare to attacld). Attacker scans vulnerabilities and threshold in a time window@ The observational
identifies system to choose target. numerical value is below the special threshold in a time

2) Attacking {,). Attacker initiates attacking command
such as TCP semi-connection, ICMP Flood etc.

3) Attack takes effecflp). Attacking command arrives
at target and leads to abnormal behavior on target.

A)Target damagedT§). Sustained attacks make the

» window. ® The observational numerical value is
changed in periodicity among time windows.

4) Local behavior. Defined as the observation
numerical sequence which is acquired whgnof a time
security of target damaged window corre§ponding to b_ehavior feature is move_d

' backward a time window size, and whose length is

The arbitrary of spatial distribution and uncertain of . .
time lag exacerbate the complexity of detecting attack(.jouble of the length of behavior feature on the time

The common principle of detecting approaches is that®aJence . .
relevant data r())riginlzlting from tergpofg dimension or 5) Abnormal behawor.__ The  network behawor_
spatial dimension is collected first, and then SOmée_presented by network entities on targets whose s_ecurlty
methods, such as rules reasoning, FSM, pattern matchiff!! P& damaged at stage df or T,. The detecting
and statistical analysis are applied to extract the feather §friables used in constructing abnormal behaviors are
network attack so as to avoid the attacking procedure tg@lled abnormal variables.

enter in T or T, stage. 6) Attacking behavior. The network_ behavior
_ _ represented by attacker at stageTgfor T, which will
4. Behavior Correlation Method damage the security of one or more network entities with

L some possibility.

4.1 Definition 7) Preliminary attacking variables. The detecting

In order to describe the approach with two-tier GCT usedariables which has whole causality with abnormal

for detecting network attack exactly, some necessaryariables in network behavior.

items are defined as follows. 8) Attacking variables. The detecting variables which
1) Network behavior. The numerical value sequence ofias local causality with abnormal variables in local

detecting variables which represents the running state ®fehavior. Attacking variables are always used in

network, such as CPU utilization, available networkconstructing attacking behaviors.

bandwidth and memory consumption, is observed over a 9) Behaviors correlating. The procedure which is to

continuous period and which is denoted By{vi  mine the causality between abnormal variables and

(k=1,2,3,..N), wherev, and vy stand for the value of detecting variables with GCT. There are two types of

detecting variabl&/ at the starting timéy;and end time  pehaviors correlation named whole correlation and local

ten respectively. The variabléienat=(tnt — tend/N 1S correlation respectively. The former is used to find
defined as observation interval, which will directly affect preliminary attacking variables and the later is used to

the accuracy of network behavior description. recognize attacking variables.

2) Time window. The part of detecting time 10) petecting Rule. The reflection of causality between
corresponding to constructing the network behaviorgyacking variable and abnormal variable, denoted as

denoted bYW (tow, tupped, WheT€liow and tupper Stand for ({vattack}, Vabnorm), which make attacker oriented
the bottom and top of a time window respectively. Thedetection possible.

difference of top and bottom is defined as time window
sizetyin. 4.2 Correation Method

3) Behavior feature. Some certain regularity in a timeGiven a large database describing the operation of an
window or among time windows is showed by the 9 9 P

observational numerical value in network behavior. Thénform_anon System, we view the problem of_e>_<tract|ng
behavior feature is denoted Es{v;} [ B (1=1,2,3,....n) proactive Detecting Rules for security as consisting of the

. . three steps delineated below. These steps are performed
where v; and v, stand for the observational numerical

| 4ing the ti q Th off-line, and produce a set of rules to be used for
values corresponding the time i3, andtyppes There are  yoiacting security violations on-line. The correlation of

five types of regularity for behavior feather, i&) The  caysal relationship can be inferred from measured
observational numerical value is increased monotonouslyariaples in this paper.

during a time window(® The observational numerical 1) Detecting Anomaly. The objective here is to
determine the variable in the target machine, which is

Prepare Attacking Attack Tar get better characteriz_ing the_ occurrence of an attack. The
o attpck I takes gffect dampged final product of this step is the list of abnormal variables
| | | » at the target. There are two procedures for determining
i i 7, T the abnormal variable at the target. One way is to use
domain knowledge about the special attack. For example,

Figure 1. Time sequence of network attack for Ping Flood, it is known thdtmplnEchosis the right
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variable to look for, sine Ping Floods are affected by & P )
sending muclicmplnEchospackets to a target. A second y(k) _;ai k= D+;ﬂi Wk=)+e(B; k=0.1,2:, N-1
way is to compare the evolution of each variable during The null hypothesis of thd, GCT is given by:
an attack with the evolution of the variable during normal H: B=0i=12;p
0 i ’ 1 & H

operation. Variables that display a large variation .
P el g g€ u does not affecy up to a delay op units. The null

between normal operation and attack should be declar > N
abnormal variables at the target. Since we are looking f ypothe5|s IS _tested by estimating the parameters of the
ollowing restricted equations.

localized variation in the variable, the time series shoul .
be segmented on small sub-time series, which are then y(K) =2Vi wk-)+e(k
compared with normal profiles. This procedure was used )
in [26] for detecting anomalies in network operation due | et R, andR, denote the sum of the squared residuals
to component faults. Anomalies were detected asginder the two cases.
variation on the parameter of AutoRegressive models. In T T
this paper, we will utilize domain knowledge about the R=> € R=> &Y% T= NP
attacks for extracting the abnormal variable at the target. =

2) Computing Correlation. Once the abnormal variable !f the test statistig given by
at the target are determined, we need to determine g - (R-R)P _ F(P,T-2P-1)
variables in the prospective attacker that are causally R/(T-2P-1)
related with them. These variables at the attacker aris greater than the specified critical value, then reject the
related to F and T; events. Recall that we do not know null hypothesis thati does not Granger-cause Here,
which ones are the attacker. We only know a list ofF(a, b) is Fisher'sF distribution with parametex andb.
candidates and their corresponding variables. We mak@ other words, high values gfare to be understood as
the assumption that any causal relationship betweefepresenting strong evidence thids causally related tp
variables at prospective attackers and the abnormah the traditional sense, we say thais more likely tou,
variables at the target is to be inferred as a link betweegy pe causally related with if g;>g, whereg;, i=1,2

that attacker and the target. The final product of this stegenote the GCT statistic for the input-output pairy).
is the list of attacking variables.

3)Constructing Detecting Rules. Following the 5. Our Approach

computing correlation, the objective here is to extract L . .
particular features of the attacking variables at théUr approach, which is based on two-tier GCT, is modeled

attacker that precede the attack at the target. Recall thif Figure 2. The model consists of four main components,
these variables were found to be causally related with th§ constructing network behavior, detecting anomaly,
attack; hence we may expect that certain anomalies if¢cognizing attacking variable and preventing attack.

these variables can be indicative of an incoming attack.

Once these features are determined and are shown to ‘ Construct detecting rules

precede the attack, we can construct proactive detecting T

rules that constitute the end product of this step. These Recognize Extract

rules can be used to implement alarms on a network attacking variables %“}?Ck?“g

management system. oAt
. . CT local correlatio e

4.3 Networ k Behavior Correlation

According to above definition we attempt to recognize Construct Find preliminary attacking

the variables at the attacker that are causally related to the | local |  variablesand canstruct

abnormal variables at the target. Since we are looking for Sg::i?;f; conespondig ocal behaviors
proactive detecting rules, we should recognize variables X 6 o
at attacker which contains events that precede the damage [OCT whole correlation
at the target. These events can bevents, or Tevents, T 3

: . . . . xtract network
as described in Section 3. In this section, the use of | Extract atmormal behavior of
Causality Tests is to be investigated for correlating the | behaviors of target attacler
network behaviors at the attacker with the network 1 1
behavior at the target [27]. Testing for causality in the ‘ Congtruct network behaviors }7
sense of Granger, involves using statistical tools for
testing whether lagged information on a variahle Y
provides any statistically significant information about |Set up preventive actions

another variablg. if not, thenu does not Granger-cauge

I;—;;—;. ..—44—44-.;—;;—..—“L—AA-,

GCT compares the residuals of an AutoRegressive Model h
with the residuals of an AutoRegressive Moving Average _Agft_‘l/igem_‘__‘_Age“_tL
Model. Assuming a particular lag length and estimate , .

the following unrestricted equation. Figure 2. Two-tier GCT based approach
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5.1 Constructing Networ k Behavior abnormal behavior on target, preliminary attacking

. " . . variables which have whole causality with abnormal
According to the definition of network behavior, we find \ 5iahles in network behavior can be found first from
that SNMP/MIB is able to meet the requirements Ofyeiecting variables by using GCT. Then according to the

detecting variables completely. There are still threg opaior features of abnormal behaviors, attacking
technical problems needed to be solved before thg,apies which has local causality with abnormal

appropriate network behavior is constructed for deteCtinglariables in local behaviors can be recognized from

attack. o . - - .
. . reliminary attacking variables by using GCT again. The
1)bCh0(f)se detekclt;n% vgrlableds: In orderhto reduce th%‘etecting variables whose value exceeds the threshold set
humber of network behavior and Improve the accuracy of, yhe two GCT will be recognized as attacking variables.

recognizing detecting variables, it is necessary to choose The whole correlation

detecting variables from SNMP/MIB exactly. As we
know, both attacker and target act as network terminatio 1) Obtain abnormal behavido,, from network
entities in most cases, and the data transmission betwegapavior base on target abnom

them is executed on network layer or higher layer, so we 2) Obtain all the ne,twork behaviotse(j) from

are like to choose 32 variables from IP, ICMP, TCP and,aork behavior base on attacker, which are coincided
UDP variable group as detecting variables, Wh'cr\/vith baomormin detecting period:

represent_the dynamic performanc_e of network. . 3) Calculate the GCT detection statistigg,e Of all
2) Decide the way of collecting value. Collecting input/output paihauac i), Babrom):
attac » Mabnorny s

values of det_ecting variables pe_riod is a necessary step4) If GunoieCOMresponding to anuac j) is beyond the

for constructing _network beha_wors COUGC“Y- Various . isica valueF, of F distribution under significance level

ways will bring different effect in collecting values and it is showed thah wel j ) has whole causality with
1 attac

polling is rather appropriate because of its simplicity an(ﬁabnormand the detecting variables used to constngt.

robust. N ; - ; :
b d I ttack bl
3) Determine the period of network behavior. EZJ;]WI © recognized as preliminary atiacking variables

According to working situation network behaviors can be Because GCT is a statistical method, the preliminary

measulred by lr(lour,ﬁ.da_y, wegk or month. (;I'he f_aclt t_haéttacking variables recognized by executing whole
normal network traffic Is varying in a one-day circle IS ., rejation only once is some fortuitousness. As a result,

found in referfenl;:e [28], Wh'cz IS acqomphs_lrjﬁd thrpudglgi is necessary to execute whole correlation many times
many times of observation and experiment. The period o, 55 5 recognize preliminary attacking variables with
network behavior is measured by day in this paper. more accuracy

5.2 Detecting Anomaly The process of local correlation between local
. ) . behaviors is described as follows.

The key of detecting anomaly is to recognize abnormal 1) gxiract all behavior features of abnormal behavior

variable from detectl_ng yanables. Th_ere are two methodgﬁ1bnorm denoted a8 (i), i=1,2,3,...,M

used commonly, which include special analysis based on"5y' constryct local abnormal behavior corresponding to

domain knowledge and statistical analysis. The former ifhe abnormal behavior feature, denotedoaal_bupnori)
suitable to attacks with manifest procedure, by which_; 52"\, ’ —abnormi’)s

abnormal variable can be recognized directly from SNM 3) If hagaee (] ) has whole causality Withysmem, local

MIB by making use of domain knowledge. The latter is haviorlocal h, iy which is in th detecti
more suitable to attacks where abnormal variables canqe .aV|or_oca_ wack (I J).W .'C IS In the same detecting
eriod withlocal_ bynor(i) Will be constructed.

be recognized directly through the attack procedurep 7 o ;
Statistical deviation of network behavior must be %) Calculte GCT statisticgica(l, ) of all input/output
calculated for every detecting variable in attacking andlat@ pairslocal_huac(i, J), local_ Bunonfi))-
normal environments independently, and detecting ©) If Gocali, j) is below the critical value~, of F
variables with the largest deviation are confirmed to bélistribution under significance level, it's showed that
abnormal variables. Patac J) doesn't have local causality Withsnorm

After abnormal variables were recognized, attack test 6) Defin€gioca (J) Of hattack () as the sum dioca (i, j)
can be carried out repeatedly and abnormal behavior wiltelong to the sam@uack (). The highemoca ( j) is, the
be monitored successively. As a result, the abnormdnore possibilityhaicc (] ) is recognized as attacking
behavior feature can be extracted by checking whether Rehavior.

in network behavior is
Rrocessed as following.

is consistent with the behavior feature defined in Section . M . M
4 glocal( J) = Z (glocal(li J)t win(i )) (ztwin Q ))
. i=1 i=1
5.3 Recognizing Attacking Variables In the expression depicted aboyg,(i) represents the

T . size of time window corresponding to thil behavior
Causality in network behavior between attacker andeature of abnormal behavior.

target can be correlated based on the features of attack1) Construct the attack detecting rules according to the
procedure with time backward tracking. According to therecognized attacking variables.
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5.4 Preventing Attack OwholeiS recognized as attacking variable. Table 2 shows

. . . the results of test with sampling interval of 1 minute.
The attacking variables recognized at the attacker are Its different from the approach with single GCT

labeled as causally felated with the gbnormal variables %‘etecting variables witly,nq. Over critical valueF, are

the target, but we still need to find trigger, or a key evenj, yeated as preliminary attacking variables in the
at the attacker. This is an anomaly dete(_:t|on problem. \ §pproach with two-tier GCT. Comparing to the original
postulate that any anomalous behaviors in attackings™ jetecting variables, the number of preliminary
varlzbles at |t(he agacker argblto be consfe_red kely i\’?'ﬁﬁacking variables is reduced greatly, which is good to
at the attacker. One possible approach Is to loo 0[5erform local correlation in local behavior and to reduce
jumps in the attacking _vanabl_es, bY monitoring thethe cost of implementing GCT. Three monotonous
absolute values of the differentiated time series. Us'ngucreasing behavior features corresponding to the three

many normal runs, we constructed a normal profile o ttacking actions taken by attacker host are observed by
jumps for eaph of the 32 MIB traffic variables. G|ven_ a alyzing the abnormal behaviors, and the duration of
attacking variable, key events at the attacker are define

normal profile of jumps. Those key events are used to S%ﬁmension, only the first 60 minutes of monotonous

the alarms. increase duration is considered as time window of
6. Experiment Simulation behav!or feature. Accordingly, thg period of local
behavior should be set byl20 minutes. In order to

The certainty of attacking variable and effect of attackecognize attacking variable, each of the local causality
detection will be verified in the following experiments in statisticsgica between preliminary attacking variable and
order to validate the approach with two-tier GCT. abnormal variable should be computed. The variable

Experimental environment consists of an attacker hoskxceeding the critical valug, with the largestggca is
a target host and a security management host, which afgcognized as attacking variable. Table 3 shows the
connected through Ethernet. SNMP Agent is deployed oattacking variable recognized by using two-tier GCT with
the attacker host and target host and the securityampling interval of 10 minutes.
management host is responsible for detecting attack. By comparing the results in Table 2 and Table 3 we
Trin00 UDP Flood [29] is selected on attacker infound that the attacking variable recognized with single
experiments. According to its principle, SNMP MIB GCT is uncertain in different environments, where
traffic variable of udpinDatagrams is selected as ipOutRequestsvas recognized as attacking variable in
abnormal variable in TrinOO UDP Flood. The unit of time the first 2 running configurations anaipOutDatagrams
for experiment is measured by days and the duration afas recognized in the third running configuration. On the
each attack procedure persists for 1 hour. The value of 3bntrary, the attacking variable recognized with two-tier
traffic variables acted as detecting variables at th&CT is certain well, whereudpOutDatagramswas
attacker andudpinDatagramsat the target are collected recognized as attacking variable in three different running
every 10 seconds and 1 minute respectively. All tests argonfigurations.
carried out against attacker under three types of running .
configuration, which is depicted as following. .2 Effect on Attack Detection

@ execute attack only

@ execute attack and FTP

(3@ execute both attack and Netflow

To demonstrate the effect of attack detection with
attacking variablegppOutRequestandudpOutDatagrams

independently in preventing attack, an experiment lasted
6.1 Certainty of Attacking Variable 5 days was carried out incessantly. Trin0OO UDP Flood
was initiated random by 10 times for each day in the

Based on detecting variable and abnormal Varl""bleldentical running environments configured as before. The

certainty of attacking variables is validated by checkin etecting results acquired withdpOutDatagramsand
whether the attacking variables recognized in diﬁ‘erenI OutRequestsrespectively were listed in Table 4
environments are identical. The results acquired by USir]§ccordin to the results, we found that the success raté of
single GCT (proposed by CABRERA in [24]) and 9 ’

two-tier GCT respectively are compared to validate théjeteCtiOn withudpOutDatagramss significantly higher
advantage of the approach presented in this paper. than detection withpOutRequestslt's obvious that the

Table 1 shows the critical valie, (p, T-2p-1) of F performance of approach with two-tier GCT is better than
distribution for GCT causality statistiahynoe and Giocal the approach with single GCT.

under significance leved of 0.05. The approach with Table 1. Critical value of F distribution
single  GCT needs only whole correlation which — -
computes the whole causality statistigo. in network statistics interval  times P T 95%

behavior between each of 32 detecting variables and guhoe 1 min 1440 200 1240 1.19
udenDatagrams_at thg_ target. Among_the detecting Goca 10s 720 100 620 128
variables exceeding critical valig, one with the largest
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Table 2. Results acquired with single GCT

. ) . number of detecting maximum of  minimum of  number of detecting variable . .
running configuration . L attacking variable
variable Gwhole Gwhole satisfying gnoeFa
@ 32 4.11 1.04 8 ipOutRequests
@ 32 3.67 0.91 7 ipOutRequests
® 32 3.50 0.79 11 udpOutDatagrams
Table 3. Results acquired with two-tier GCT
. number of . . - number of
running . duration of maximum  minimum . . . .
confiquration preliminary abnormal features  of of detecting variable attacking variable
9 attacking variable Yocal Gocal satisfyinggicaFa
@ 8 61.2 3.65 1.22 5 udpOutDatagrams
® 7 59.4 3.41 1.02 6 udpOutDatagrams
® 11 64.4 2.87 0.98 5 udpOutDatagrams
Table 4. Detecting effect with different attacking variables
running number  detecting with detecting with REFERENCES
configuration ] udeutDatag.ram ipOutRequestss [1] M. Thottan and C. Y. Ji, “Anomaly detection in IP
attackingactual false failed actual false failed networks,” IEEE Transactions on Signal Processing, 51(8):
@ 50 5. 1 0 58 8 0 pp. 2191-2204, 2003.
@ 50 52 2 0 62 14 2 [2] M. Roesch, “Snort-lightweight intusion detection for
® 50 55 7 2 65 21 6 networks,” in USENIX LISA 1999, Seattle, WA, November

7. Conclusions 3l
Since the conventional method of network attack
detection is focused on stagedf attacking procedure, it [4]
is difficult to detect the attack before security of target is
damaged. An SNMP MIB oriented approach based on
causality of network behavior is presented in this papef?d]
According to the abnormal behavior features hidden in
detecting variables on target in attacking procedure,
backward retrospection is executed twice with two-tier6]
GCT. Depending on whole causality between detecting
variables and abnormal variables the preliminary
attacking variables is found first. Then according to[7]
behavior features extracted from abnormal behaviors,
attacking variables which has local causality with
abnormal variables can be recognized by using GCT8]
again and the corresponding rules for attack detecting can
be constructed subsequently. The results of experiment
showed that the approach was proved to detect attack ¢
attacker, which has effect on blocking the pervasion of
attacking procedure to target.
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ABSTRACT

The need for automatic testing of large-scale web applications suggests the use of model-based testing technology.
Among various modeling languages, UML is widely spread and used for its simplicity, understandability and ease of
use. But rigorous analysis for UML model is difficult due to its lack of precise semantics. On the other hand, as a
formal notation, FSM provides an avenue for automatic generation of test cases, but the requirement for mathematical
basis makes itself academic inventions divorced from real applications. This paper proposes an approach to
transforming UML model to FSM model, taking advantage of both languages. As our work focuses on the
transformation of UML state diagrams to FSM models, a specific transformation mechanism is presented, which deals
with different elements with different mapping rules. To illustrate the mechanism we proposed, an example of a web
application for software download is presented. Finally, we give a method for implementation of the mechanism and a
tool prototype to support the method.

Keywords UML Model, FSM Model, Model transformation

1. Introduction

Providing greater assurance that the software is of high Generation of test cases is the main task of testing;
quality and reliability, testing has been considered morsince detections of faults are operated by comparing
and more important as people gradually realize the greaipect outputs with actual ones obtained from running of
effect on their daily life made by software products.these test cases. Model-based testing, which involves
Hand-crafted methods are acceptable until the coming afeveloping and using a model describing the structural
age when there are full of large-scale manufactures withnd behavioral aspects of the system to generate test
high complexity, especially the appearance of welrases automatically, is an effective method for testing
applications ~ which labeled for their additional yarious software artifacts including web applications. As
heterogeneity, concurrency and distribution. the models are developed early in the cycle from
Web applications are usually composed of front-endeqyirements information [1], the generation of test cases
user interfaces, back-end servers including web serverssn pe conducted in parallel with the implementation of

application servers and database servers, which build upgg System Under Test (SUT), rather than sequentially
new way for deploying software applications. Componer't§aving the time supposed to be spent for waiting. Also, it

called for supporting task completion of web f”lppl'(.:at'onssupports re-use in future testing as these models capture
by each server may be programmed in differen

. he behavior of a software system and in contrast to a test
languages and executed on different platforms. In

addition, web applications are frequently modified due toswte, they are much easier to update if the specification

continuous updates of its components, high—spee&h"’mges [2] ) )
developing technologies and changes of the needs of its 1€ critical part of model-based testing is the
users. All of these characteristics are challenging th€onstruction of models. Among various modeling
traditional testing method which largely depends on thdanguages, UML has been widely spread and used in
testers. On the other hand, most companies keep ttdustry for its simplicity and ease of use. It enables
minimum amount of time as their primary priority to modelers to address all the views needed to analyze and
meet market demand while customers pay their mucHevelop the corresponding system. Further more, as a
attention to the reduction of the cost during maintenancejisual language, it can clearly show the structure and
leading directly to the calls for effective testing within afunctions of the system, facilitating understanding and
relative short period of time. communication between designers, modelers, developers
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and users. Besides, many powerful tools have beesoftware products. But most of the current technologies
developed and used to support UML modeling such agre based on “capture/replay” mechanism, which costs
argoUML. But unfortunately, it is widely acknowledged t00 much time and manual works while recording testing
that UML can hardly provide formal semantics, as itScenarios and handling with small changes on the
comprises several different notations with no formalfunctional design or user interfaces. Tools running on this

semantics attached to the individual diagrams. Therefor@eChan'sm will not design or generate test cases

o . . .~ themselves and will not provide any instruction on the
it is not possible to apply rigorous automated analysis or

. : ._“coverage situation of the generated test cases. Further
to execute-g UML model in order o test |ts- behav',or’more, EE:]here are even fewegr automatic testing tools for
short of writing code and performing exhaustive testing, ., applications which requires for even more
[3]. _ o automatism. Most of the present tools [13] do not support

As one of the formal notations, FSM (Finite Statethe function test of web applications including Link
Machine) provides a significant opportunity for testing Checks for checking links of the web application, HTML
because it precisely describes what functions the softwargalidators for providing standard HTML syntax
is supposed to provide in a form that can easily bealidation, Web Functional/Regression Test Tools, Web
manipulated by automated means [4]. Being applied t®ite Security Test Tools, Load and Performance Test
the testing process, its relative theory could be helpfulools and etc. Since most of them rely on information
and supported for enhancing efficiency. Furthermore, iobtained from codes of the web applications and only
addition to traditional software, a web application’sconcentrate on verification of static aspects, we need a
behavior could also be modeled using FSMs theoreticalljool to help verifying the behavior of them while paying
and then test cases could be automatically generated Igast price.
traversing the path through the FSM model of the With the appearance and popularity of the concept of
application, with each distinct path comprising a singleobject-oriented and model-driven, model-based testing
test case [5]. Besides, FSM model can be visualized (" Software products has aroused much attention in
tell intuitively the direction to which a test case is going,'ndUStry- Though many researches are done in this field,
since state-based specification languages are fairly ea%?f)ls developed under their theories still have certain
to translate into a specification graph as they have natur pps W't.h applying to real uses due to their lack of
graph representations [4]. Last, the transformation (Systematism and low automatic level [14,15,16,17,18,19].

FSM facilitates model checking which verifies certain Construction O.f models _ is the _beglnnlng of
. . model-based testing for web applications. The most
property of the model. However, its requirement for

. o S common one is to use Entity Relation Diagrams or UML
mathematical basis limits the range of utilization. . o
. . Class Diagrams to model web pages of a web application
This paper proposes a method for transformation from

UML model to FSM model, taking advantage of both: theand relationships between them. Isakowitz et al describe

S . - web applications with a method called Relationshi
simplicity and intelligibility of UML and the accuracy Managgr%ent Methodology [20]. Coda et al proposespa
. ; Nehodel WOOM for modeling web applications in a higher
existing and well-established tools for UML and theorleﬁevel of abstraction [21]. gGellersepnIO et al introduceg the

for FSM. There're several kinds of diagrams within UML WebComposition Markup Language for implementing a
corresponding to different views of the system, our jObmodeI for Web application development called Web
focuses on the transformation of sta_te d‘agra'.“’ as it iFomposition [22]. Conallen et al extend UML modeling
mqst often used to model the behavior of an individua anguage to model the structure of web applications [23].
object. . . S : However, these methods rarely construct models on the
The remainder of this article is organized as follows:qp,4yigra) and functional aspects of the web applications

Section 2 reviews existing works in transformation Ofand few testing approaches are figured out for these
UML models. Section 3 presents a transformatioq.node|S

mechanism from UML state diagrams to FSM models. 1ha model language we use when designing the web

To iIIustrate_the transformation mechanism, an exampl%lpplications is UML which strongly supports users to
of transforming from a state diagram representing a WeRescribe complicated software including web applications.
application for software download is given in Section 4.5t || now, no such complete testing tool has ever been
In section 5, a method for implementing thejmplemented as its semi-formal semantics prevents it
transformation mechanism we proposed is given, togethgfom automatic testing. On the other hand, many methods
with a brief introduction to a tool prototype based on thisgr generation of test cases from formal models are
method. FinaIIy, Concluding remarks and diSCUSSiOﬂ?)resented_ [24] generates test cases from an Object-
about future works are presented in section 6. Oriented Web Test Model which is a combination of
Object Relation Diagram, Page Navigation Diagram,
2. Related Works Object State Diagram, Block Branch Diagram and
Automatic testing has become a hot spot in the softwarkunction Cluster Diagrams, but it will be trapped if there
engineering field for facilitating development process ofare too many objects in the software. Ricca et al models
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web applications by modeling for each web page and Class diagram, object diagram, use case diagram,
obtain test cases according to proposed rules. Still, kequence diagram, communication diagram, activity
would only be useful dealing with simple applicationsdiagram and state diagram are the most commonly used
[5,25], models web applications with FSM which will diagrams in UML. Class and object diagrams model the
then be used for test cases generation by search fefatic design view of a system, mostly about relationships
different path of the model under different criteria. pepween objects, while rest of them focus on dynamic

Considering that FSM model is also the most commonygpects. For the purpose of capturing unexpected outputs,
used object for model checking, we choose it for,

. X e obtain most of the information needed for testing
destination of our model transformation process an(¥v

in for test i rom behavioral models.
origin for test cases generation. As one of the behavioral models, state diagram is often
Formalization of UML models has aroused much

. used to model the life cycle of certain object, from its
$notivation to termination. Since most systems involve

precise UML group [6], which is made up of more than one object, state diagrams are considered to be

international researchers who are interested in providingqe minimal unit for representing behaviors. We therefore
a precise and well-defined semantics for UML, by usingOegin our research witFr: UML stgte diagram.s

model-oriented notations, such as Z or VDM. There are
also works done by other researchers, Borges et al. [B.2 UML State Diagram

integrate UML class diagrams and a formal specificatio

language OhCircus by written UML elements in terms O%tate dlagra_lm, which has been m:.;unly- d|scusseq in this
OhCirus. Latella et al. [8] converts UML state diagramspaper’ specifies the sequences of situations an object goes

into the formal language Promela. Traore et al. [gthrough during its lifetime in response to events, together

proposes a transformation mechanism from UML stat ith its responses .to those eyents. Many elements are
diagrams to PVS which facilitates automatic modelMvolved for expressing semantics of the d|§gram.
checking. States represent certain situations the object stays, each

However, few researches on the transformation to th¥ith & name for distinguishing itself from others. There
FSM model can be found. Erich et al. [11] gives a®€ several types of states within state diagrams.

hierarchical finite state machine model for state diagrams, Statés that have no substructures are called simple
which is capable of acquiring the hierarchical informationStates, others are called composite states. A composite
but it does not mention the method for transformation ttaté may contain nested states either concurrent or
FSM models with the removal of hierarchy. [10] sequential which are called orth_ogonal .substates and
transforms time-extended UML state diagram into timedonorthogonal substates respectively. Given a set of
automata, but special elements of the state diagram af@northogonal substates in the context of an enclosing
not under its consideration. composite state called OR-state, the object is said to be in
The method we proposed enables the transformation éfie¢ composite state and in only one of those substates at a
state diagrams with special elements, sucboaspletion ~ time [12]. In the case of orthogonal substates, the concept
transition, fork, join and history state Besides, the Of region is introduced which specifies each state
flatness of the resulting FSM model can greatly supporachine that execute in parallel in the context of the
the automation of the generation of test cases. enclosing composite state called AND-state. Only one
] ) substate from each of the orthogonal regions is active as
3. Transformation Mechanism from UML  |ong as the object remains in the corresponding AND-
State Diagram to FSM Model state.

As UML and FSM are source and target models of the Initial state indicates the default starting place for the

introduction of both is given below. the execution of the state machine or the enclosing state
has been completed. Another special state is the history
3.1 UML state which allows an OR-state to remember the last

The Unified Modeling Language (UML) is becoming a Substate that was active prior to the leaving from the
standard language for specifying, constructing anddR-state.

documenting the artifacts of a software-intensive system. Transitions are relationships between a pair of states
It can model from different perspectives with severalindicating that an object in the first state will enter the
kinds of diagrams that express static and dynamic aspeciscond state when a specified event occurs under certain
of a system. As a visualized model, UML conveyscondition. Therefore, a transitidrcomprises three parts:
information intuitively to our human beings who can getsource state denoted byc(t) which is the state affected
better understanding through graphics. Besides, it is ead)yy the transition; target state denoteddsyt) which the

to learn and use, making it more attractive to those whobject enters after the completion of the transition; label
model. Because of the characteristics mentioned abowtenoted byEGA(t) which contains events, guards, and
UML severs as the ideal model for describing the real. actions.
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Semantics of transitions varies according to its source Different from FSM, HFSM contains states with inner
and target state. When leading out of a composite state,s&ructures. We could take HFSM as parallel and/or
fired transition leaves the active nested states beforaierarchical composition of FSMs with states of higher
leaving the composite one. When targeting a composithierarchy representing FSMs of lower hierarchy. A
sate, a fired transition would lead the object to the initiadefinition of HFSM is given bellow according to this
state of each nested machine running in parallel aftgpoint of view.

entering the composite state. Definition2. Given a finite set of FSMB = {Aq,.., An}
In addition to these regular transitions, there exist somwith mutually distinct state spac€gA),

special onesCompletion transitionis a transition with @: Uar Q(A) - P(F) is a composition function dn iff
no event trigger, the fire of which depends on the - OAOF O AOU rang), which indicates a unique
completion of the behavior within its source state. root FSM denoted by,
Transitionjoin which sources multiple states allows the - OAOU ran@@) * GisOUa or 4 Q(A') « AO(S)

object to leave all the orthogonal regions of an AND-state ~ — OSO Uanr Q(A) © (50S* Sn U angs) Q(A) =0

at one time. Similarly, transitiodfork which targets Definition3. Hierarchical finite state machine (HFSM)

multiple states enables passing directly to all thds a pair(F, @) whereF is a set of FSMs with mutually

orthogonal regions of an AND-state. The initial state ofdistinct state spacegis a composition function of.

the regions which have no target states ofdinle will be With the definition of HFSM, the topological structure

activated. of the original state diagram could be obtained in a
With clear semantics of each element, theformal representation, which is specified by the

transformation mechanism which deals with differentcomposition function@ Construction of such structure

elements with different mapping rules can be determinedstarts from the top hierarchy, and then gradually comes to

completion by detailing each composite state that belongs

3.3 FSM Model to the state diagram level by level. Establiplis) = A

Finite State Machines (FSM) are models each built with @andF = F O {A} if the composite stateis an OR-state

set of states, as well as transitions going from one state with a sub-machine /enclosed, whilgp(s) = {Ay, Ay, ...,

another, which are triggered either by inputs from outsidé\,} and F = FO{A}0{A}0...0{A.} if the composite

or changes within the system itself. The execution wouldtates is an AND-state with sub-machinds, A,,..., A,

start from a state called start state and keep running unglach located in the corresponding orthogonal regia of

reaching a state called accept state. As its mathematithe state pointed by initial state turns to be the start state

nature, we can establish a formal representation for FSMf the corresponding FSM, while the state which points at

which is the target model during the transformationfinal state becomes the accept state.

process for facilitating automation. Once the representation for topological structure is
Definitionl. A FSM (Finite State Machinep is a present, we can get to know the hierarchical relation

quintuple @, L, J qo, ), whereQ is a finite set of states between states which can be specified by the following

of A, L is a finite set of transition labels 8f J: QxL - function. When given a HFSNKF, @):

Q is the transition function relating two states by the X Uack Q(A) = P (Uace Q(A))

transition going between thempE€Q is the start state, X (s) ={s | DAOF « AOp (s) 0sOQ(A)}

gEQ s the accept state. With  hierarchical information represented in
If transitiont € drepresented &S, |, s), thensource(t) mathematic form, the transformation to the resulting

= s, target(t) = s, label (t) =1. FSM model starts from that of transitions of the original

3.4 Transformation from State Diagram to FSM Etat_e diagram. _But some preliminary conceptions have to
Model e mtr_o_d_uced first. _ _ _

Definition4. A setC O Uaze Q(A) is aconfiguration

As can be seen from the definition of FSM model, statesf a given HFSMF, @) iff

involved are all basic ones, indicating that the removal of —[} sSHQ((oo) * SUC

hierarchy is needed during the transformation process. —sUUC O ALg(s) = LsOQ(A) « sOC

For the sake of being conformed to the semantics of —sOC O0S « sOx(s) = sOC

original models, the hierarchical relations between states Definition5. Given a HFSMF, @) with C as the set of

of the state diagram should be obtained as criticadll its configurations and as one of its states, function

information for generating corresponding FSM modelconfig: Uagr Q(A) » P Uacr Q(A))

without hierarchy. We therefore take the translation of config(s)={ci|ciO CUsIci}

topological structures of state diagrams to mathematic Definition6. Given a HFSM (F, @, the default

models of Hierarchical Finite State Machines (HFSM) asconfiguration of certain stated is denoted as a function

a preliminary step towards model transformation due taleconfig Uaor Q(A) — P Uaor Q(A))

the fact that HFSM provides a simple and precise manner deconfig (sd) = X « [ X : config (d) *

to illustrate the topological structure of a state diagram. Ose (SOX Osdlx*(s) = N g (@(s)) O X)
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Definition7. Given a state diagram with one of its History states are not involved in the algorithm due to
transitionst, Uexit is the uppermost one among the statesheir different semantics with other common states; we
of the seexit = {exit; | Oj: N« sr¢ (t) Ox*(exit)) Odst ()  handle them in a special way.

O x*(exit;))}, Uenter is the uppermost one among the For each history state referring to certain OR-state
states of the seenter = {enter, | Oj: N « srg ()0  Orswith a state sélS composed of all its nonorthogonal
X*(enter;) Otarget; (t) O x*(enter;)}. substates, we build relations of the target states of

States of the resulting FSM model are configurationgransitions leading out of stat©rs with each hs
each represent a set of states of the original state diagrghs €HS). Relations, represented by transitions, should
which are active at present. Therefore, transitionde established in pairs, indicating returning to the same
involved are running from one configuration to anotherstate that was last active when leaving the enclosing
which leads to the fact that each transition of the stat®R-state. Suppose the target state of the transition
diagram may correspond to several transitions withineading out ofOrs is Htar, and the label of the transition
target FSM model according to the number ofis denoted af for eachhs (hs €HS), a new transition
configurations the source state of the original transitionabeled back (hs)” is created withHtar andhs as its
belongs to. SupposeonfTranSetis the transition set of source and target state. With a transition set obtained by

the resulting FSM, the algorithm for obtaining the set ishe method above, the problem is then turning into the
specified below:

for each transition
if EGAY) =0
TempSet £ q (@ (src ()
for each;d] TempSet
config= config (q)
ConfSet f) config
DefConf = deconfig ( dst))
iftisa join
for each s src )
config= config (9
ConfSet 91 config
DefConf = deconfig ( dst {)
iftisa fork Ol dst ¢)| > 1
ConfSet = config ( srt))
defDst %J (deconfig ( dst(t)) n X ( dst (1))
NdefDst £ (deconfig ( dst(t)) \ x* ( dst (t)))
DefConf = defDdil NdefDst
else
ConfSet = config ( srt){
DefConf = deconfig ( dst)
while ( ConfSet is not empty )
get a souconi ConfSet
tarconf = ( souconfy\ ( Uexit ¢)) O
(X (Uenter ) n DefConf)
sourcet() = souconf
targett() = tarconf
label{) = EGA ()
confTranSet = confTranSetl {t4%
confSet = confSet\{souconf}

transformation from each element of the set to its
counterparts of the resulting FSM model. Meanwhile,
existing transitions of the newly established FSM model
which labeledl should be modified. Supposeis a
transition of the resulting FSM model labelgédthen
label (t) = label €) + s ($Isource {)).

Till now, a FSM model carrying the same semantics
with the original state diagram is constructed and
completed.

4. An Example: Software Download

An example of state diagram is shown in Figure 1, which
models a web application faoftware download The
life cycle of the web application starts from its main page
(MP), then turns to download or search module according
to the choice of users. When entering the download
module, two entities will be triggered: a web page for
illustrating the usage of the software about to download
by a video clip, a dialog box for download operation.
According to the transformation mechanism we
proposed, the topological structure of the state diagram
should be captured first by constructing a HFSM model.
The resulting HFSM model can be generated as follows:
A ({S1,S2,S3,S4}, {dlpls 14}, {(SL, 1) -
S2,(S1,d) - S3,(S2,4d) - S4,(S3,4) -
S41,S1,S4)
Ay ({S5,S6},{k},{(S51) - S6}, S5,S6)
Az ({S7,S8,S9}, {&1-},{(S7,ls) - S8, (S8,4)
- S91},S7,99)
Ay ({S10,S11,S12}, {d lg}, { (S10, lg) — S11,
(S11,4) - S12}, S10, S12)

Then the state set can be generated by filling up with ¢ ¢ = { A}, 9(S2) = { Ay, A3}, 9(S3) ={ A}, @
states related to each element of the transition set

(S1) =@ (S4) = ... =p(S13) =1

confTranSet The initial and accept state of the resulting F=({A,,..., A}, ®)

FSM model InitState and AccState can also be Then, each transition of the exampled state diagram
determined. could be transformed into several transitions of the
InitState = deconfig (@@ oo) resulting FSM model by the algorithm we proposed with
AccState = config ( 0fcot)) the HFSM model above. The results are shown as follows
This is the process during which state set of thevhere L indicates the transition of the state diagram
original state diagram are mapping into that of thewhich labeled;] Ci indicates one of the configurations of
resulting FSM model. But there’re some exceptionsthe HFSM model.
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L.: C1 ={root, S1}, C2 ={root, S2, S5, S7}, this section can be applied to all the diagrams of UML
(C1L,k)-C2 model, only the transformation mechanism varies when
L,: C3={root, S3,S10}, (C1;) - C3 dealing with different kinds. Since computers are unable
Ls: C4 ={root, S2, S6, S9 }, C5 = { root, S4 }, (C4, tO understand and analyze meanings conveyed by
l3) - C5 diagrams, texts carrying equivalent amount of information
L4 C6 = { root, S3, S11}, C7 = { root, S3, S12}, ( C3,Would help. Here, we choose XMI.
l4) - C5,(C6,1) -~ C5,(C7,}) - C5 5.1 XMl

Ls: C8 ={root, S2, S5, S8 }, C9 = {root, S2, S5, S9 }, )
C10 = { root, S2, S6, S7 }, C11 = { root, S2, XML Metadata Interchange (XMI) is a standard that

_ enables users to express objects using Extensible Markup
?,6081?)}( CC::18251_) ﬁogtifz, S6, 59} (Cs)l Language (XML), the universal format for representing
(C9 ls,) C,12 ' data on the WWW. As a bridge across the gap of objects
) 15/ 2 and XML, it provides a standard mapping from objects
Le: (C2,5) - C8,(C10,d) ~ C11 defined by UML to XML, fulfiling object-oriented
L7 (C8, k) - C9, (Cl1,4) ~ C12 feature of both UML and programming languages. In

Le: (C3, k) - C6 addition, many mature tools supporting transformation
Lo: (C6,b) - C7 from UML diagrams to corresponding XMl files are
L1 (C1, ko) —» C8,(C1,4p) - C11 presented, such as argoUML. Therefore, XMl becomes
L1 C13 ={root, S13}, (C12,4]) - C13 the ideal textual representation of those UML diagrams.
Ly (C7, k) — C2 .

Lis (C6, hs) » C13 5.2 Implementation Method

We can now generate the state set of the resulting FSMjrst of all, XM files are needed which can be easily
model, which is filled up with all the configurations obtained as output of argoUML with inputs as UML
mentioned above: Q = { C1,..., C13}. The initial state isdiagrams. As shown in Figure 2, when receiving the
C1 while the accept state is C5. resulting XMI, we extract semantics by recognizing

Finally, noticing there’s a history state H within the different tags which indicate the location of information

state S3, we should add several new transitions to tH&lated to certain elements of the UML diagrams. Then,
transition set of the FSM model: data structure based on the corresponding HFSM model

“ " “ " could be constructed. With topological information
Egg gzgtgi’g)) g?’(CS’ back (S11)")- C6, provided by the data structure, mapping rule for

. 2. ... .. transforming to FSM models works. Finally, resulting
Meanwhile, transitions labelegldhould be modified into: models are made to be hold in XML files with schema

( C3, k(S10)) -~ C5, ( C6,4(S11)) -~ C5, (C7, 4 defined by ourselves.

(812)) - C5. A tool prototype has been developed to support our
5. Implementation of the Transformation transformation mechanism and implementation method.
) Mechanism It takes state diagrams carried by XMl files as inputs and

resulting FSM model carried by XML files as output.
As automatic testing is our final goal of model Also, one can modify the chosen XMl file through an
transformation, the implementation of such mechanisnedition platform provided by the tool before
by computer itself is required. The method proposed itransformation operation starts.

Figure 1. State diagram of a web application for software download
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o . To illustrate the resulting FSM model more clearly, our
°'°g'°a"”f°'ma“°r tool implements the visualization of its textual

del level @ , . -
modetieve UM s [ transtommaton oM modets representation, which can be seen in Figure 5.
mechanism i
____________ ave | Josemanic _____savel | semaic 6. Conclusions

implementation _ ) ) _ . .

level semantic etractios o This paper proposes a method for transformation from

les
i UML model to FSM model. It allows users to model a

system with the language they used to without barriers
towards automatic and efficient testing. As we focus on
the translation of state diagrams, a specific

data structure for HFSM model

Figure 2. Implementation process transformation mechanism is proposed which enables
generation of corresponding FSM models with same
5.3 Simulation semantics.

. Modelers create one state diagram for each object of
For the purpose of verifying the correctness of oukhe system and other UML diagrams for relations
approach, we use the tool developed by ourselves tgetween them. Since our specific transformation
simulate the example presented in the previous section. mechanism serves for every single state diagram,
Figure 3 shows an interface of our tool for automaticsynthesis of the FSM models each obtained from one of
testing for web applications. The characters in the maithese state diagrams should be discussed. It depends on
frame are the textual representation of the exampled statiee information provided by other UML diagrams like
diagram. class diagrams, sequence diagrams etc. Besides, these
After choosing transformation function of the tool, the UML diagrams themselves need to be transformed into
model will then be transformed into FSM model written FSM with meta-model we defined so as to generate target
in XML language, as shown in Figure 4. model that covers information carried in all of the given
UML models. They could either be transformed directly
into FSM models, or to state diagrams as the first step,
which would then come into FSM models by the
mechanism we proposed. Experiments about comparison
on efficiencies of both should be hold with complete
transition mechanisms before the choice can be made.
Besides, details of elements contained in labels
including event, guard and action, as well as the action
attribute of states, are not considered in our research,
their affections to the correctness of transformation is
also a part of the future work.

Figure 3. An interface of the tool for automatic testing
for web applications

Figure 5. The visualization of the model's textual
Figure 4. FSM model written in XML language representation
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ABSTRACT

This paper presents a new algorithm for generation of attack signatures based on sequence alignment. The algorithmis
composed of two parts: a local alignment algorithm—-GASBSLA (Generation of Attack Signatures Based on Sequence
Local Alignment) and a multi-sequence alignment algorithm-TGMSA (Tri-stage Gradual Multi-Sequence Alignment).
With the ingpiration of sequence alignment used in Bioinformatics, GASBSLA replaces global alignment and constant
weight penalty model by local alignment and affine penalty model to improve the generality of attack signatures.
TGMSA presents a new pruning policy to make the algorithm more insensitive to noises in the generation of attack
signatures. In this paper, GASBSLA and TGMSA are described in detail and validated by experiments.

Keywords: Attack Sgnatures Generation, Sequence Local Alignment, Affine Penalty, Intrusion Detection, Pruning Policy

1. Introduction

Network worms, viruses and malicious codes are still thalignment, algorithms based on finite automaton and
top threat against the current Internet and enterprisalgorithms based on protocol field and length [5].
security, and they cause a loss of hundreds of millions The algorithms for generation of attack signatures
dollars every year [1].Intrusion detection based on attackased on Token is considered as the most effective and
signatures is the most effective solution of this issuepprobatory method currently. But in [3], the authors
currently, but the continuous emergence of new types gfoint out that signatures generated by this kind of
attacks and polymorphic engines such as PHolyP [2] aralgorithm are not precise and give out an algorithm based
great challenges to the existing intrusion detectioron sequence alignment. In this paper, we present a new
technologies. To solve this problem, automaticalgorithm for generation of attack signatures based on
generation of attack signatures has been concerned bgquence alignment through analyzing the algorithms
more and more researchers and has become a n@nresented by [3] and referring to the idea of sequence
hotspot in intrusion detection since 2003 [3]. alignment used in Bioinformatics. The algorithm is
Algorithms for generation of attack signatures can beomposed of two parts: GASBSLA algorithm and
divided into two categories: one is based on string mod€GMSA algorithm. With the inspiration of sequence
and the other is based on semantics. However, the lattalignment used in Bioinformatics, GASBSLA replaces
relies on prior semantic analysis of a certain type ofjlobal alignment and constant weight penalty model by
attacks, so it is incompetent for generating signatures dbcal alignment and affine penalty model to improve the
unknown attacks automatically. Currently the research ogenerality of attack signatures. TGMSA presents a new
algorithms for generation of attack signatures is mainlypruning policy to make the algorithm more insensitive to
based on string mode, including the following categoriesnoises in the generation of attack signatures.
algorithms based on the LCS (longest common substring), The rest of the paper is organized as follows. Section 2
algorithms based on the Token (the strings appearingefers to related research, which describes the algorithms
frequently in suspicious datum and containing more thaffor generating attack signatures in [3] and analyzes its
one character) [4], algorithms based on sequenceieakness. Section 3 presents the design of GASBSLA
algorithm and TGMSA algorithm, and details their
RThiS Wﬁrk wﬁa_s hSlfppffréed by thrffre proje?(tS: the Ng_tli_onal 8§?>| Projectrelative analysis. Section 4 presents the experiments on
s validation Simulation platiorm under Grant No.2007 AAo1z4or, the effectiveness and the anti-noise ability of the

The Co-Funding Project of Beijing Municipabiication Commissic ~ algorithms. Section 5 concludes the paper and mentions
l;)r;gj(é::tGrant N0.JD100060630 and National Foundation Re: of some future work.
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2. Related Research in reality, it is possible that the alignment result of any

i o ) o . two noises is not pruned, because input sequences of
Seql_Jence allgnment is divided into pair-wise al!gnment angignatures generation algorithm are often processed by
multi-sequence alignment, and most of multi- sequencg|ystering algorithms. Thus the alignment results of noise
alignment is based on pair-wise alignment. Firstly, thishat not pruned and the alignment results of sample will

sectio_n introduces and analy_zesapair-wise sequence alig_nmggt easily prone to trivial solution and be pruned, and
algorithm CMENW (Contiguous- Matches Encouragmgﬁna”y there is no result returned.

Needleman-Wunsch) and a multi-sequence alignment algorithm . _
HMSA (Hierarchical Multi-Sequence Alignment) [3]. 2.3 Smith-Waterman Algorithm

They are the most representative algorithms applied @it \vaterman algorithm is a pair-wise local alignment

th_e generation of attack signatures baged on .Sequenﬁrgorithm put forward by Smith and Waterman in 1981,
a"gnme”F' and they are also the foundapon OT th|_s PaP€Lhich is used to find and compare the similarity in local
Then we introduce the most representative pair-wise loca

. . _ . fegions in an overall view. Even today it is still a
alignment algorithmSmith-Waterman algorithm [6]. common basic algorithm in bioinformatics. Given

2.1 CMENW Algorithm sequencex and y as inputs, Smith-Waterman algorithm
outputs a local alignment result which is global optimal.
The similarity value of it is maximal according to

. o . dleMalormula (2). And the meanings of the bytes in this
Wunsch algorithm [7], which is the typical pair-wise formula ;r()e the same as tho%e in the fo);tmula (1) in
alignment algorithm. The main difference between theSection 21

two algorithms is: Needleman-Wunsch algorithm easily
leads to fragments. In order to reduce the influence of S(x,y) =k xm+k,xd+k,xd (2)
fragments in the process of alignment, CMENW Smith-Waterman algorithm is used to find the biggest
algorithm introduces contiguous-matches encouragingimilarity value and the best alignment based on the
function enc(x) (x is the number of contiguous bytes principle of dynamic programming, and its process
in the alignment), which is used to encourage contiguou#icludes two major steps:
bytes to be aligned together. The score function of 1. Calculate the similarity values of two given sequences,
CMENW algorithm is as follows: and get a similarity matrix;
_ 2. Get the best results of sequence alignment through

S(x,y) =k, xm+k, xd _,_k3><6+2enc(|s|) @ dynamic programming and backtracking algorithm,

m is the score of bytes matched, is the score of according to the similarity matrix got in step 1.

bytes unmatchedd is the score of empty penalty, Smith-Waterman algorithm improves Needleman- Wunsch
Igorithm. The main difference between them is:

is the number of bytes matched in the result of alignmeng ; .
. . mith-Waterman algorithm uses 0 to replace all the
k, is the number of bytes unmatchel, is the number o S o L
) ) negatives in the similarity matrix; if the similarity values
of gaps, s is contiguous bytes. _ no longer increases when the length of alignment result
Attack signatures generated by CMENW algorithm argpcreases.  this algorithm will finish backtracking and
not effective enough while facing to polymorphic attacko,myt the result. According to the differences between
because of the insufficient generality. It can be mprovecLhe two algorithms, the idea of Smith-Waterman

by usmg_mu_lnl-sequence allgnmentl, but th? number o Igorithm is helpful for CMENW algorithms to overcome
samples is difficult to meet the requirement in real worldthe problem of insufficient generalization

situation.
3. GASBSLA Algorithm and TGMSA Algorithm

2.2 HMSA Algorithm
. . . . . Through the analysis of CMENW algorithm and HMSA
HMSA algorithm is a type of hierarchical mUIt"SequenceaIgorithm, we present a new algorithm for generation of

alignment  algorithm - based on pair-wise a"gnmentattack signatures based on sequence alignment. The
CMENW algorithm, which is suitable for attack 9 q 9 '

s ; . : -algorithm is composed of two parts: a local alignment
signatures generation. This algorithm has three maifi, 30" . .
features [3]: (1) hierarchical pair-wise alignment; (z)algor|thWGASBSLA (Generation of Attack Signatures

supporting wildcard characters: (3) with a pruningB@sed on Sequence Local Alignment) and a multi-

function. sequence alignment algorithfTGMSA (Tri-stage Gradual
HMSA algorithm possesses the function of pruning,Multi-Sequence Alignment).

whilch. accelg_rates its convergence and enhances the _no'g_e_L GASBSLA Algorithm

resisting ability. However, the effectiveness of pruning o _ _ _

function is based on two assumptions: (1) the alignmeri Bioinformatics, local alignment has more practical

result of any two noise will be pruned because of trivialsignificance than global alignment because two sequences

solution; (2) the alignment result of any two samples willare often with very high similarity just in some local

not be pruned and get a precise attack signature. Howewvegions [8]. For example, two long DNA sequences often

CMENW algorithm is a pair-wise alignment algorithm
based on global alignment. It is improved on Needlema
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have relation with each other only in seldom areas F(i,j)=max

(password districts); proteins belonging to different 0
families often have some regions in the same on the . . .
structure and function. The situation in generating of |F(i=Li=1+0(a.b)+enc(T(i,])) [case 2

[case 1]

attack signatures is very similar with that of F(i-1j)+o(a,-) [case 3
Bioinformatics, so GASBSLA algorithm replaces global F(,j-D)+o(-,Db) [case 4]
alignment by local alignment to improve the generality !
and precision of attack signature under the conditions of a STOP [case 1
small sample. In addition, to further reduce the number of
fragments, GASBSLA algorithm replaces constant Ptr(i, j)= DIAG [case 2]
weight penalty model by affine penalty model [9]. LEFT [case 3
The differences between affine penalty model and UP [case 4]

constant weight penalty model are: the penalty for each
gap is independent in constant weight penalty mode.2 TGMSA Algorithm

That is, in any case, the penalty for one gaplisand  tGpmsA algorithm presents a new pruning policy to
the penalty forn gaps isnd; but in affine penalty ay0id the situation of no output caused by not being
model, the penalty fom gaps which attached together pruned in the alignment process of two noises. The
is g+(n-1)xr. Where q is the penalty for the first general idea is modifying pruning policy in the nth (n>1)
one of n gaps attached together, is the penalty for layer alignment according to alignment similarity value.
the other gaps, and« g. We can learn from descriptions If the alignment similarity value is less than the threshold
above that in affine penalty model, the penalty for thd'that the alignment similarity vglue is out of confidence
first gap is more than the other ones which means thi@terval), the alignment result will not be pruned, but the

reduction of single gaps and fragments in the attacfwo sequences will be laid aside then align respectively
signatures with the signature sequence result, which is the alignment

The general idea of GASBSLA algorithm based Onresult of other sequences. If the alignment result does not

; L . .~ ~“accord with pruning conditions, it will replace the
Dynamic Programming is: First, calculating the similarity , jina| signature sequence, otherwise it will be deserted.
values of two sequences and keeping them in a matrix
(named similarity matrix or DP matrix); second, Algorithm 2. TGMSA algorithm
according to the dynamic programming backtrackingMPul: sequence setS -
algorithm, finding the optimal alignment sequence on thEiCr)ﬁJtitglliJ;étriglﬁ]ljtl—sequence alignment result
basis of the DP matrix. Both the time complexity and theR .S '
space complexity of GASBSLA algorithm a®(mn),
where m and n are the lengths of the two sequences. W {

o(x,y) is the similarity value of the alignment af T{

and y, where x and y are any two characters. Iteration of the first stage:
Algorithm 1. GASBSLA algorithm while |R| 21, do
Input: sequencea and b if |R=1 (denote the sequence by)

Output: the similarity value and optimal sequenceipen s _, W
alignmentofa and b '

else
Ini;al%g%iog;:_ 0 take out two sequences and s, orderly from R
b. For, cach i=12-.-.M align s with s, using pair-wise alignment algorithm,
F(i,00=0, T(i,0)=0 the alignment result is denoted b{é\ligySl (including
c. For each j=12---,N the similarity value and optimal sequence alignment)

pruning

F(0.1)=0, T(0,1)=0 if the number of fragments inAlig s =3 and there

Main iteration:
For each i=12---,M exists at least two fragments whose leaggh

For each j=1,2---,N Aligs - T
o . Iteration of the second stage:
v, jy=[TOLI I a=b) do
o, if & #b Vi
while |T|21, do

Copyright © 2008 SciRes JSEA



An Algorithm for Generation of Attack Signatures Based on Sequences Alignment 79

if |T| =1 (denote the sequence by) According to the small probability event theory of normal

then s -V distribution: the most datum of normal population (99.7%)
else falls in the range ofu+ 30, and those cases out of the

take out two sequences and s, randomly from R range are called small probability events. Statistics holds

align s with s using pair-wise alignment that small probability events occur almost impossibly,

. . j . . and they can be ignored. The confidence interval of
algorithm, the alignment result is denoted ng,si alignment similarity value is as follows:

pruning S S

if the similarity value of Ali, . falls in confidence F -3 =0 F 43 —m 5
. . .S:SJ . . |: n+l /—n+1 n+l ’—n+1 ( )
interval(the calculation of similarity value confidence
interval will be specified in Section 3.3.) That is:
Alig ¢ >V

o n n#l_o =2 nl nil_o =2

else Alls s W ile‘ iglF‘ _(n+1)Fn+1 I F; iglF‘ _(n+l)Fn+1
Tov T () e a(ee)
until V|<1
Iteration of the third stage:
if V=1 (6)
while |W|#0 4. Experimental Results

_ take out single sequence froWV orderly, then align | this section we verify the effectiveness and the noise
it with the alignment resultAli in the second stage resisting ability by practical results. In our experiments,
respectively to generate a new alignment resilt  if CMENW algorithm and HMSA algorithm are

the number of fragments irAli =3[10] and there exists implemented to verify pertinently the effectiveness of

at least two fragmlents whose lengtB [11,12] improvement gave out in GASBSLA algorithm and
then Ali = Ali TGMSA algorithm.
else Ali=®

4.1 Experiments Environment
3.3 The Selection of Alignment Similarity

; Hardware environment: Dawning Server (Intel® Xeon®
Confidence Interval

CPU, 4G internal storage);

Central limit theorem holds that regardless of the Software environment: Linux Red Hat 9.0 Operating
statistics population on the subject obeying whateveBystem(the version of kernel is 2.4.20-8).

distribution, the distribution of sample mean is close to : ‘o e L

normal distribution, the mean ofp normal distributionah"2 Algorithm Validity Verification
equals that of population distribution, and the variancd-or the purpose of comparison, we selected the same
equals that of population distribution divided by theexperimental method as [3]. We generate signatures for
Sample size. Therefore, we can estimate the averagmlymorphic versions of four real-world exploits:
signature alignment similarity based on a certain attackpache-Knacker [13], CodeRedl [14], IISPrinter [15]

by the average of the similarity value samples. We use aind TSIG [16]. The Apache-Knacker exploit, the
the alignment similarity values calculated in the firstcodeRed Il exploit and the 1ISPrinter exploit use the
stage as a sample to calculate the similarity valugext-hased HTTP protocol. The TSIG exploit uses the
confidence interval which is the judgement condition ofpinary-hased DNS protocol. We use polymorphic engine

pruning in the second stage. to generate 150 samples for each exploit attack include
Assume (F,F,, ,F,) is a sample of the 50 samples used to generate signatures and 100 samples
alignment similarity value populatida, so the sample used to detect false negatives. In order to simulate an
mean and sample standard variance are as follows: ideal polymorphic engine, we fill wildcard and code
n+l bytes for each exploit with values chosen uniformly at
. random. In addition, we select 10,000 data samples
1=l ' 3) without attacks from the MIT Lincoln Laboratory
" n+1 intrusion detection system test-sdDARPA99 (the third
1(n+l ) week data sets) [17] to detect False positives.
S... —\/_( (|:i _|:) J In our experiments, we set the matching scorel,
nli=l ) the mismatching scoral = —0.2, the penalty for the first
1[n+l 5 ) gap d=-1, the penalty for the other gapd = -0.05.
= H[igl Fe=(n+1)F,,, } The Contiguous-Matches encouragement function is set
= as:
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(x=1)x15, X<3 their effective attack codes.
X> 3

enC(X)z{3+(x—3)xc15 "

4.3 Noise Resisting Ability Verification

Table 1 and Table 2 show the signatures of the foulVe Selected the same experimental method with HMSA
exploit attacks introduced above which are generated b§dorithm: testing the noise resisting ability using
CMENW algorithm and HMSA algorithm and by odeRed II  exploit .and_ IISPnnter exploit as attack
GASBSLA algorithm and TGMSA algorithm. The two SamPples and comparing it with HMSA algorithm. The
tables also give out the rate of false positives and fals82Mple set contains 20 samples for each attack, and the
negatives of the detection experiment using thdwumber of noises included in the sample set is mcreased
signatures. It can be discovered from the comparison difadually to observe the numbers of generating signatures
Table 1 and Table 2, the signatures generated b@,nd generating precise signatures using H.I\/ISA.aIgorlthm
GASBSLA algorithm and TGMSA algorithm have and TGMSA algorlthm.' Generating precise signatures
better generality and effect when they are used to detef1€ans both false negatives and false positives generated
polymorphic attacks. We take TSIG for example toffom the sample set are zero.
analyze the reason: signatures generated by CMENW It can be found from the results as showed in Figure 1
algorithm and HMSA algorithm include exact position @nd Figure 2 that: when SNR below or equal to one, both
relation, but in fact polymorphic attacks are effectiveHMSA algorithm and TGMSA algorithm possess strong
attack codes through processed by ponmorphid“Oise immunity; but when SNR is more than one, the
mechanism(some methods to add useless codes inf@ise resisting ability of TGMSA algorithm is better than
effective attack codes), and the lengths of useless cod&¥t of HMSA algorithm. The reason is that: when SNR
is alterable, which leads to false negatives whersS more than one, there must be the situation that two
signatures generated by CMENW algorithm and HMsSANoise align with each other. HMSA algorithm assume
algorithm are used to detect polymorphic attacks. Fothat any alignment of two noise will de pruned, but in
Apache-Knacker exploit, the effective attack codesfact the assumption usually cannot to met which leads to
contain distance restriction, so the false negatives d10 result or no precise result when the alignment of
CMENW algorithm and HMSA algorithm is zero, while noises aligns with the alignment of sample. Aiming at
the false positives of GASBSLA algorithm and TGMSA this fact TGMSA algorithm improves the pruning policy,
algorithm is 0.08. Nowadays, but, most of theand the experimental results prove that our improvement
polymorphic attacks contain no distance restriction in enhance the noise resisting ability of the algorithm.

Table 1. Attack signatures generated by CMENW algorithm and HMSA algorithm

Attack Attack signatures Falset+ | False-

CodcRed I GET/*.ida?*\r\n????N\%u*\%u780*=*HTTP/1.0\r\n 0 2%

Apache-Knacker 0 0

1ISPrinter GET?http://*:¥\r\n?22227222?7null.printer?*HTTP/1.0\\n 0 5%

TSIG \XFFBF*\x00?77?7727722?27?7x00\x00\xFA 0 6%

Table 2. Attack signatures generated by GASBSLA algorithm and TGMSA algorithm
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12 generating
signatures(CMENW and
1 HMSA)
generating precise
0.8 signatures (CMENW and
o HMSA)
IS
@ 06 generating
signatures (GASBSLA and
0.4 TGMSA)
generating precise
0.2 signatures (GASBSLA and
TGMSA)
0
0 1 2 3 4
1/SNR

Figure 1. Rates of generating signatures and generating precise signatures for CodeREd  exploit attack in different SNR

12 generating
signatures(CMENW and
1 HMSA)
generating precise
0.8 signatures (CMENW and
2 HMSA)
<
X 06 generating
signatures (GASBSLA and
0.4 TGMSA)
generating precise
0.2 signatures (GASBSLA and
TGMSA)
0
0 1 2 3 4
1/SNR

Figure 2. Rates of generating signatures and generating precise signatures for lISPrinter exploit attack in different SNR

5. Conclusions algorithm as follows: the attack signatures result
) maintains a high degree of generality and a very good
In the paper, through analyzing the advantages angrecision; it is more insensitive to noises in the condition
disadvantages of CMENW and HMSA algorithms wethat Signal-noise Ratio (SNR) is less than 1. The further
present a new attack signatures generation algorithtudy of our research mainly includes two parts: how to
based on multi-sequence alignment with the idea oficcelerate the convergence of TGMSA algorithm while
sequence alignment in bioinformatics. It contains twomaintaining the noise resisting ability; and how to
parts: a pair-wise local alignment algorith@ASBSLA  improve the performance of the GASBSLA algorithm.
and a tri-stage gradual multi-Sequence alignment
algorithm-TGMSA. GASBSLA algorithm uses the idea
of local alignment and affine empty penalty model to REFERENCES
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ABSTRACT

The goal of workflow mining is to obtain objective and valuable information from event logs .The research of workflow
mining is of great significance for deploying new business process as well as analyzing and improving the already
deployed ones. Many information systems log event data about executed tasks. Workflow mining is concerned with the
derivation of a graphical process model out of this data. Currently, workflow mining research is narrowly focused on
the rediscovery of control flow models. In this paper, we present workflow mining of more perspectives of workflow to
broaden the scope of workflow mining. The mining model is described with GBMS’s VPML and we present the entire
model’s workflow mining with the GBMS’s VPML.

Keywords. Workflow Mining GBMs VPML

1. Introduction

Workflow technology continues to be subjected tothis approach limits the scope and utility of workflow
on-going development in its traditional application areasnining by neglecting the important notion that workflow
of business process modeling and business processmuch more than control flow. In fact, the behavior of a
coordination, and now in emergent areas of componergrocess is but one of its perspectives. In [2], Wang Lei
frameworks and inter-workflow, business-to-businessand Zhou Bosheng present four major perspectives
interaction. Addressing this broad and rather ambitiougBehavior Model, Information Model, Resource Model,
reach, a large number of workflow products areand Coordination Model) of a process model that have
commercially available, which see a large variety ofemerged from the disciplines that helped shape the
languages and concepts based on different paradigms. workflow area.
In 1993, the standardization organization of workflow
technology—Workflow Management Coalition (WFMC) 2. The Research Basis
was built. The definition of workflow in WFMC is as
follows: workflow is concerned with the automation of 2.1 GBMSand VPML
procedures where documents, information or tasks are
passed between participants according to a defined set ¥PML [3] (Visual Process Modeling Language) is a
rules to achieve, or contribute to an overall business go&aphic language that supports a special process
[1]. So, all kinds of activities of enterprises are organizedl€finition. Process is a set of transformations of input
and corresponded by business processes modeling afigments into products with specific properties,
defined business logic relatiokvorkflow model is the characterized by transformation parameters; VPML
process model that can be executed in Computer and ig¢scribes the process with visual process diagram and
performance can be analyzed with the executing result. If¢levant text specification. The diagram shows the
selection of workflow engine, it must review the analysisstructure of the process and the specification shows the
ability of the process model. attribute of all items in the diagram. The process has a
Workflow mining means the knowiedge discovery thigher degree in visualization and formalization. The
workflow system, which can be induced by the definitionProcess model built in VPML can simulate. It was proved
of data mining. The ultimate target of workflow mining is that VPML not only describes a whole complete process
to mine the transactional logs of workflow system, and tgnodel, but also is a process modeling language with rich
discover the knowledge of workflow including workflow functions, visual diagram, easy learning, flexible
models mining, workflow performance mining and application.
workflow models improving. GBMS [4] (Government Business Modeling System)is
Most workflow mining research is aimed at the @ modeling system oriented E-government. GBMS not
rediscovery of explicit control flow models, which are only supports the Government business’s process
used to specify the behavior of a process. We believe thhaickling, modeling, simulating and optimal restructure
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that implements interdepartmental business integration This paper extends the papé€frhe Research on the
and the sharing of information resources, but also organi¥lodeling Transformation From GBMS to jBP&], and
integrates the government business modeling with thgresents how to mine the entire model from the
requirement extraction and analysis of the E-governmerfe-government business system in order to validate the
Business Application System. GBMS completely describe§usiness model built in GBMS.

the b_usiness model in the \{iew aspect of Process 3 semantics of GBMSand VPML

organization, resource, information and collaboration and

is process-centered, organic integrates five views anBEFINITION 1. GBMS as a 6-tuple

keeps each view's consistency and integrity. GBMS lays PM={P, A, R, Control, Support, Input, Output} where

the foundation for design and implementation of theP={Product,Producs...Produc} is a set of products;

Business Application System in E-government area. ~ A={@1.8...an} i a set of ActivitieSR={ry,1,...1d is a
set of resourcesControl is a set of relations of

2.2 The Background and the System Ar chitecture controlling; Support is the relations of resources

The research background of this paper is that Thgupportlng actllv.|t.|es,8upp.ort U AR Input is the
Construction of Oriented E-government Software'elations of activities and input productsnput L1 AxP;
Component Library. First, using GBMS, we build Output the relations of activities and output products
process model, organization model, information modelOutput L] AxP.

collaboration model, resource model and behavior model. We need to define some assistant objects based on the
The process model is the core of these models, whicbove definition.

clearly describes the government business and finds out State(i): i €P UR, represents the states of element i. It
the shared resources. Meanwhile by accumulating plentg enumeration type: enum={able,disabled} means the
of the government business models, it not only graduallptates can be either able or disabled.

establishes E-government business pattern base, designstatus (a): where €A, represents the status of the
and builds component library oriented E-government an@ctivity a. In GBMS Model, activity has 2 statuses,
sharing in departments, but also unifies the standard ¢t TARTandEND.

the government business process and avoids the duplicateSource(c) wherec ElnputUOutput means the set of
investment of E-government. On the base of theSource objects related by c.

component library, it executes the models on jBPM's Target(c) wherec ElnputUOutput,is a set of target
workflow engine and takes the rapid response to the ne@bject related by c.

requirement in the E-government area, assembles the Prod_Source(ajvhere a&A, represents the set of
components of the E-government component library, andPut products related with activity a.

rapidly builds relevant the E-government business Prod_Target(awhere aEA, means the set of all
application system. It can build the system on deman@utput products related with activity a

and reduce production costs. Resource(a) where a €A, the set of all resources
The system’s architecture is given in Figure 1. The'elated with activity a.
whole project has 5 parts: Role(a) where a €A, represents the set of all roles

(1) GBMS; (2) Component System; (3) jBPM related with activity a.
Workflow Engine System; (4) Automatically Generating

System: (5) Workflow mining System. DEFINITION 2. The GBMS Data Model is used to

describe the information perspective of workflow. GBMS
Data Model is the 4-tuple(P, A, Input, Output).
Input(p, a):is that the Activity a need Product p to run.
Output(p, a) is that Activity a is running to produce the
Product p.

DEFINITION 3. The GBMS Organization Model is
used to describe the organization perspective of workflow.
GBMS Organization Model is the triple (A, R, Support):
A is the set of GBMS’s Activities; R is the set of
resources in GBMS; Support is the relations of resources
supporting activities;

Support (a, r) is that the Resource r supports the
Activity a to run.

DEFINITION 4. S is a subset of P, which represents the
Figure 1. The system architecture set of all source products.
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S={SO RO &InputdOutput, a>,b: A>,B,A>,F,B>,C,B>D,C>D, CxED>E,

Sourcé §n S @} F>.G;
a>.b: A>,BB>,CB>,DA>,FF,G,C>,E,

DEFINITION 5. E is a subset of P, which represents theP ZwE;

set of all the final products. Zﬁwg:g’;ﬁwg DILC
E={ED Pl Oclinput Output, (2) Using theu-algorithm to mine the behavior model.
T arget(c)n E=®} 1) T.={A B,C,D,E,F, Gk
2) Ti={A}
DEFINITION 6. O(a) represents the constraints. 3) T,={E,G};
O(a) ={al A pOPr od_ Sourde)a 4) Xw={(A,B),(B.C).(B,D),(C.E),(D.E).(A.F).(F,
Gk
o fneera L 9 T
g p=a 9= a 6) Py ={P(AB), p(B.C). p(B,D), p(B.D), P(C.E),
&& Statg yi == able P(D.E), p(AF), p(F.GIU {iw 0w}
. : 7)  F~{(A, p(AB)), (p(AB), B), (B, p(B,C)),
3. TheWorkflow Mining Algorithm (P(B.C), C). (B. p(B.D)). (p(B.D), D), (C,
It is theoretically proved that VPML is equivalent p(C,E)),(p(C,E), E), (D, p(D,E)), (p(D,E), E),
Petri-Net [6]. So this paper uses the mining algorithm (A, p(AF), (p(AF), F), (F, p(F,G)), (p(F,G),
based on the Aalst-algorithm [7,8,9]. G)} U {iy,0on};
(1) Constructing dependence frequency table (D/F- 8) o (W)={Tw,PwFw}
table); (3) In GBMS, the behavior model is described in the

By given activities a and b, ) activity a and activity b’'s  Figure 2.
appearance frequency #a and #b; Il) b is directly ahead of
a : #b<#a; Ill) b directly succeeds a : #a>#b; IV) b is
ahead of a: #b<<<#a; V) a is ahead of b: #a>>>#b; VI)CaseActivity Status  Need Produced Resource

Table 1. Workflow event log

the degree of dependence between a and-b#ha 1 A START DOC1 ROLE1
(2) Mining activities relation table (R-table) by 1 A END DOC2
D/F-table; 2 A START DOC1 ROLE1
Based on the D/F-table, mining the basic activities , A END DOC3
relations (agzb ,a>.b, a#b, a/(,b) [8]; 3 A START DOC1 ROLE1L
(3) Reconstructing the workflow net by R-table and 4 A END DOC2
o-algorithm. 1 B START DOC2 ROLE2
4. Mor e Per spectives of Workflow Mining 1 B END DOC4, DOC5
In this section, we present a sample of more perspectivesg E S;:;T pocz DOC4, DOC5 ROLEZ
of Workflow Mining. The workflow event log is shown C  START DOC4 ROLE4
in Table 1. First, we do some reasonable assumptions3 D  START DOCS5 ROLE4
because of the workflow mining algorithm. We assume 1 D  START DOCS ROLES
that events are logged in temporal order, the event Iogs3 c START DOC4 ROLES
do not contain noise, and the event logs are theoretically
complete. 1 Cc END DOC6
3 D END DOC7
4.1 Workflow Miningin the Behavior Model 1 D END DOC7
The behavior model shows the behavior perspective of 3 ¢ END DoCce
the workflow. This perspective is the basic and important 4 E  START DOCS, ROLE6
of workflow. It is the performance of workflow system. bocr
In the workflow event log table, it contains 3 cases. 1 E END DOC9
We use the algorithm in the“3section to mine the 53 ¢ grarT POC& ROLESG
behavior model of GBMS. DOC7
(1) Definitude the basic relations between the activities 3 E END DOC9
using the D/F-table. 2 F START DOC3 ROLE3
In the log , there are 3 cases={A,B,C,D,E}, o,= 2 F END DOC8
{A,B,D,C,E},05={AF,G}. 2 G START DOCS8 MACHINE1
Then we get the relations between activities: 2 G END DOC9
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B
S
e

Figure2. The GBM S behavior model Figure 3. The rediscovered of GBMS behavior model

L . and data model
4.2 Workflow Mining in the Information M odel
In the workflow event log Table 1, it contains 7

In workflow mining area, there have been no mMOre, . ities 6 roles and 1 machine. Activity needs the
researches in informational perspective. In this section

i LR . .~ “"resource to support to run in the workflow system. From
we introduce the workflow mining in the information Table 1 he f | . f th
model. The information model is used to describe the 2P'¢ -+ We can get_t e formal representation of the
products consumed and produced in the business procd&dliscovered organization model:
and the relations between the products. In GBMS, the 1) Role (A)={ROLE1}
activity can be executed when it has products and roles 2) Role (B)={ROLE2}
that the states of those must be able to support. So the3) Role (C)={ROLE4}
information model's mining is very important and can 4) Role (D)={ROLES5}
show the data flow of the process. 5) Role (E)={ROLEG6}
In the workflow event log Table 1, it contains 7 6) Role (F)={ROLE3}
activities and 9 kinds of products. In activity’s START 7) Resource (G)={MACHINE1}

status, it needs product to run; In END status, it can g o ot =rSupport(A ROLEL). Support(B.ROLE2
produce the new products. So in Table 1 of event log, Wgupp%prt C R{OEIFE)Z) éuioport(D )ROLE?S? B, )

can get the formulas:
9) Prod_Source(A)={DOC1};Prod_Target(A)={ Doc _Support (E,ROLE6). Support (F,ROLES), Support

2, DOC3} (G,MACHINE1)}
10)  Prod_Source(B)={DOC2};Prod_Target(B)={ The Figure 4 shows the integration of the GBMS
DOC4, DOC5} behavior model, data model and organization model.

11)  Prod_Source(C)={DOC4};Prod_Target(C)={ This sample is a business process of Beijing Xuanwu
DOCe6} government shown in Figure 5. It is a process of business
12)  Prod_Source(D)={DOC5};Prod_Target(D)={ application. First the applicant fills in the table of
DOCT7} application, and sends the table for the approval. If the
(E)l_?’{)Dogg})d—source(E):{DOC&DOC7};Pr°d—Target application is the type of common service, then it is

- igned to Windows’ t ti d distribute th

14) Prod_Source(F)={DOC3};Prod_Target(F)={ asz|_]%fne OI cljn owsdrarsa_\iloln, and cist l;ed. © app
DOCS} to i erent leaders to deal Wlt. , last it arrives t e wegtor

15) Prod_Source(G)={DOC8};Prod_Target(G)={ to dlgpo§al. !f t.he gpphcatlon is the type qf _adm|n|strat|on
DOCY} permission, it is directly sent to the administrator to deal

I nput={Input(A,DOC1),Input(B,DOC2),Input(C,DOC with and recorded into the database of Government. It
4), Input(D,DOCS5), Input(E,DOCS), Input(E,DOC7), was built by GBMS.
Input(F,DOC3), Input(G,DOCS8)}
Output={Output  (A,DOC2), Output (A,DOC3),
Output (B,DOC4), Output (B,DOCS5), Output (C,DOCE),
Output (D,DOC7), Output (E,DOC9), Output (F,DOCS),
Output (G,DOC9)}
Figure 3 illustrates the integration of the GBMS
behavior model and data model.

4.3 Workflow Mining in the Organization Model

In GBMS, the organization model is used to define the

government organization; it concludes all kinds of

resources: person, machine, place, etc. In mining this

aspect, a workflow analyst can discover if the participants of

a business process are being used efficiently angdigure 4. The rediscovered of GBMS behavior model,
effectively. data model and or ganization model
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(1]

(2]

(3]

Figure 5. the application business process of GBM S [4]

5. Conclusions and Future Work :
Currently, most workflow mining algorithms have the ]
goal of rediscovering a control flow model. We feel that
this approach limits the scope and utility of workflow [6]
mining; it neglects the important point that workflow is
much more than control flow. So this paper has presented
the workflow mining in more perspective of workflow (7]
and given a full sample to show how to mine the entire
GBMS model from the event log.

In future, we will study the incomplete log with noise g
and improve the mining algorithm. This is one research
of the whole project. We also need to validate the mining
model with the model design by the GBMS.
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ABSTRACT

In order to make most software engineers and managers pay more attention to software quality at source level, two
confusing terms-coding standard and programming style-were reviewed and compared. An evolutionary model of
quality assurance at source code level was proposed, which implies that coding standard should be better accepted and
more emphasized than programming style. Our current researches on evaluating the compliance with coding standards
will likely make the strategy of quality assurance at source code level more operable.

Keywords. Coding Standards, Programming Style, Source Code, Quality Assurance (QA), Evaluation Index System

1. Introduction

How to raise the international competitive capability ofprogramming style was presented in Section 2 by
software industry and how to improve software qualityanalyzing their difference and relationship. In Section 3,
are new challenges for software companies and softwai@n evolutionary model of quality assurance at source
engineers. The research oooding standard and code level was constructed and put forward. The
programming style presents a quality notion of software increasing importance of coding standards was
engineering at source code level, while writing highemphasized in Section 4. In Section 5, our practices
quality code is a required skill to a software engintrer. supporting the coding standards strategy weriefly
this situation, how to make most software engineers anhtroduced.
Icollege students tq pay more attgntlo_n to quality a_lt sourcg Under standing of Coding Standard and
evel became an important subject in software industry Pro :
e . , gramming Style
and software engineering education field. In fact,
complying with coding standards when programmers ar@.1 Explanation
writing computer programs is beyond the readability . .
issue, it actually is an issue of quality assurance at souré&) .Programmlng shie. It is also nam.ed:ode sty]e or
level. Since about 67% of workload in software Iifecyclef:Od'_n_g syle. As we know, programming style is an
is at maintenance stage [1], coding standards caWt_“_'“Ve and ejlus_lve c_on<_:e_pt that shows the StY'e of
indirectly determine the quality of a whole project (Seewntlng_ c_ode. It's hlgh!y individual an_d easily recognized,
Figure 1). yet d|ff|c_ult to fjeflne or quantify. The goal of
Publications on this topic often focus on a set of ruleProgramming style is to make a program clear, easy to be
on coding standards [2], taxonomy [3] and paradigm obinderstood, and thereby easy to work with [4], but the
programming style [4], and the approaches to teacBXtreme persongprogramming style which is different
coding standards [5]. These researchers upgraded th@m other team members’ often degrades the readability
coding standard andprogramming style to high position  Of source code.
at source code level. Howevetpding standard and (2) Coding standard. Different from programming
programming style are not distinguished clearly in the style, coding standards are a set of industry-recognized
above researches. Many software practitioners are alwaygest practices that provide a variety of guidelines for
taking coding standard as the synonym gfrogramming  developing software code. There is evidence to suggest
style and often use them alternatively. So it is verythat compliance with coding standards in software
necessary to review, distinguish and compare these twevelopment can enhance team communication, reduce
confusing terms at first. program errors and improve code quality [6]. The coding
In this paper, the understandingootiing standard and  standards are not only assuring the readability, but also
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|:> High Quality

Figure 1. Therelationship between coding standard and software quality

Coding
Standards

High
Readability

High
Maintainability

creating a helpful circumstance of teamwork. Working2.3 Relationship

under a set of coding standards will make team members . . .
godmg standards are the evolution ofprogramming

yles. Theprogramming style is an individual concept.
_ As aprogramming style become popular and has been
2.2 Difference well accepted by many teams, companies, and even

Programming style is not an equivalent ofcoding software industry, it will be upgraded t¢oding standards.

standard. Software engineers should understand theidVith the development of software industry and

difference so that they can really control the quality ofoutsourcing, the notion ofoding standards has been
the programs they write. taken on by more and more software enterprises. Over

(1) Different times. At early stage of software industry,the past decades:, with the international cpmpgtition a_nd the
software size was small, so one programmer can finish @0Wing popularity of software outsourcing, international
whole project independently. The style of writing programsand industrial programming capabilities also have the
by individual programmer was callggogramming style. unprecedented requirements for programmers. This
The programs at that time were more like crafts thavas proved by the successful experience of software
engineering products, while the programmers were morgutsourcing to India [7]. As a result, coding standards
like artists than engineers. With the rapid development ofisually need to be implemented through a formal
global IT industry, it was almost impossible for a singleprocess in industry [8] to assure the quality of source
programmer to finish a whole software product. Thecode.
production of software became the activity of teams, Meanwhile, some scholars and engineers use these two
organizations or professional software companies. literms alternatively. In [9], Kernighan and Plauger defined
software companies, varioyzrogramming styles were  programming style as a set of rules or guidelines used
combed and summarized to build up a set of ralmting  when writing the source code for a computer program.
standardsto control the maintenance cost and softwareThey said, “It is often claimed that following a particular
quality as well. programming style will help programmers quickly read

(2) Different measurability. The compliance with and understand source code conforming to the style as
coding standards can be measured and evaluated but thevell as helping avoid introducing faults.” From the above
programming style cannot be. Anyone who has different discussions in this paper, it is no doubt that the
programming style from others can announce that heprogramming style in [9] is equivalent to coding
creates a newrogramming style. The elegance or style  standard.
of a program is sometimes considered a nebulous attribute )
that is somehow unquantifiable; a programmer has as- Evolutionary Model of QA at Source L evel

instinctive feel for agood or bad program [3]. It was

to comprehend colleague’s programs much more easil
and disabuse the injection of unworthy defects.

believed th ) e i it d The software quality assurance contains five attributes:
elieved thatprogramming style Is a multi-facete functionality,  reliability,  usability, = performance,

concept that is not captured by a collection of releby supportability [1]. Every attribute relates with source

a ging(;e sty(lje scotr)ed[4]. lf m(ta)ans that a progrz;ml cannot bc%de. The quality of source code affects the quality of the
judged good or bad only Dy programming Syle or = cpare in large measure. To enhance the quality

everyone can evaluate a program'’s style while he or sh :
likes. On the contrast, the coding standards should ba?ssurance at source level, an evolutionary model was

: g ; Sonstructed from the viewpoint @bding standard and
industry-recognized and almost software engineers - mmina < le (see Figure 2)
recognized it [5]. Whether programmers complying withPr %9 1ng Sty 9 '
coding standards or not can be judged by human or by
software programs. A | semantic-level programming stylea senior engineer

(3) Different objective. Therogramming style focuses 2
on more personal habits than readability. Some programme@ syntactic-level coding standards | an engineer in a team
retain a certairprogramming style because they are happy o
to do so. Different programmers may retain different £ syntactic-level programming style
programming styles. While coding standards emphasize §
readability and it prefers teamwork to individual. Writing
program with coding standards improves the appearance
of source code. Coding standards serves the teams and
companies that care about the software quality at sourdégure 2. Evolutionary model of coding standard and
code level. programming style

a programmer

no coding standards or programming style| an abecedarian
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Figure 2 embraces the process from lowest lewel 4.2 Adviceson Quality Assuranceat Source Codel eved

coding standard or programming style to the highest .
g brog g Sy g When the student starts to learn a new programming

level semantic-level programming style. It also indicates . . - .
prog g sy language or software engineers does their daily coding

the programmers who have the ability at correspondingv : .
S . . ork, there are some advices based on the evolutionary
level. The evolution is not only the time period concept

. . : . model shown as above.
but also a skill enhancement iss@®ftware quality will

: hile it iter b . ) f (1) If you are a student or novice software engineer,
increase while its writer becomes a senior engineer ror@omply with coding standards and not retain
an abecedarian.

rogramming style at syntactic level. Complying with
(1) Stage 1: no coding standards or programming stylep J g =y Y pying

e X coding standards is a basic skill of software engineer,
At the very beginning of computer programming age

: X 'especially working in a big company or developing an
there was nocoding standards or programming style. outsourcing project.

Programmers wrote programs as they wished. So did the (2) |f you are a teacher of a preliminary programming
students in colleges. The source code at this level wagnguage, ask students to oweging standards, educate
always confusing and had low readability. The softwargomorrow's qualified engineers at today’s colleges.
quality at this stage was hard to control. (3) At the basis of complying theoding standards,

(2) Stage 2: syntactic-level programming style develop your ownsemantic-level programming style

With the development of software engineering, thewhen you are adequately experienced and you like. That
programming style was used to publicize the named goodis the highest realm of a programmer.

habits [9]. And thesyntactic-level programming style had )
been used to assure the readability or efficiency ob. Conclusionsand Future Work

programs. Theprogramming stylg helped the beginners Coding standard and programming style is a pair of
become programmers. But as it stands,ugramming  oms”at source code level. With the globalization of

style is too individual to be widely used. software cooperation and popularity of software
(3) Stage 3: syntactic-level coding standards outsourcing, the quality assurance at source level remains
_With the industrialization of software development, 5 hressing concern. Quality assurance at source level is
piles of programming styles had to be summarized and mych more economical and scientific than testing even
upgraded to assure the team working more successfqhough it is hard to operate. In this papending
Then the syntactic-level coding standards were  gandard and programming style were compared and an
implemented in some software companies such as IBMyolutionary model base on their relationship was
and Sun. Thesyntactic-level coding standards are the  proposed.Coding standards were more recommended
coding standards we defined above. than programming style. If we would like to retain our
(4) Stage 4: semantic-level programming style programming styles, the high levelprogramming style
Moreover, while complying with coding standards, beyondcoding standards was strongly recommended.
some experienced software engineers might write their To better support our ideas about complying with
programs in their own ways, e.g. inputting from orcoding standards, we made some preliminary researches
outputting to files, handling the connection with databaseuch as (1) we proposed an AHP-based evaluation index
and controlling the virtual memory etc., to make system on complying with coding standards [10,11]; (2)
programs more efficient, reliable and portable. This leveln order to make sense how many students were ready to
of programming style is defined assemantic-level write quality programs complying with coding standards,
programming style, which is based on syntactic-level we did a case study and found that the results were not so
coding standards and beyond them. satisfactory [12] because of the lack of consistent training

. . and timely feedback; (3) a web-based evaluating platform
4. Role of Coding Standardsin Software was constructed, with which students can upload their

Engineering programs anytime and get benchmarking results and
4.1 Coding Standar ds Help Assure the Quality detailed shortcomings of their programs on coding
of Software standards; (4) based on our previous work, a teaching

model of coding standards based on evaluation index
Coding standards can assure the software quality atsystem and evaluating platform was proposed [13]. Even
source code level, and will release testers’ workload. Ahough we have made some progress, there are still lots
defect in source code level would cost about 4 timesf works to do in this subject. For example, a
money to remove when it remains at testing stage [1]questionnaire designed for software industry should be
The coding standards can help the white-box testd r delivered to make the evaluation index system more
the program easily and save the testing time. The leggactical. Also, the teaching model should be refined with
time and more efficient, the higher quality the softwarethe accumulation of our experiences on programming
would be. When more engineers concern source codgnguages teaching. Programming is a kind of art [14] so
quality and comply with coding standards, the quality ofthat it takes time for every engineer to reach the apogee
the softwares they produce would be assured. of software quality.
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