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#### Abstract

One critical aspect of retailer category management is pricing the items in order to maximize total profits. To define an appropriate pricing policy, a retailer should evaluate how changes in prices of a set of items may impact their shelves or inter demands. In this setting, elasticities play a major role. In addition, a proper policy can be defined from different points of view. In this paper, estimation of a profit function and its maximization under different scenarios is used as a tool to analyze such policy. Estimation of this function is performed through a previous selection of items within a home center category. Then, an adequate AIDS model allowing calculation of elasticities is fitted. Moreover, a profit function is defined in terms of prices and demands. This functionis linearized for the following two purposes, to express it in terms of elasticities, and to maximize it more easily under the consideration of different sets of item prices defined in a convex set. Then, confidence intervals for the total and marginal profits were built to gather the randomness of demands. The results are applied to the selected items in a home center that behaves as a monopoly in the area.
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## 1. Introduction

Pricing policies can be considered key drivers of the performance of a business. They may become a complicated start-up, and even a permanent problem to cope with. An optimal pricing strategy usually depends on internal management but also on the pricing policy of other retail stores in the area. The latter problem can be avoided when the target business behaves as a monopoly. For this reason and for the sake of simplicity, we
conducted this study under the assumption of a monopoly. We also consider that the seller is committed exclusively to finding the best way to obtain the maximum profit. Then, it is assumed that a potential customer's decision whether or not to purchase an item will depend on price. In this context, our customers are, as characterized by (Lazear, 1986), "buyers", i.e. those customers who are willing to buy. In addition, it is assumed that demands are random variables and, consequently, we will consider a stochastic model.

When a business involves multiple categories, managing price policy for each category is of concern and importance to the retailer. Yet, he can end up in a blind alley when the number of purchasing categories is too big. A possible way to cope with this problem is estimating a demand system within a category of items to obtain price-demand elasticities.

In this setting, selection of one category is the first step and the one presented in this work. This category is chosen because it includes the most important items from the point of view of their contribution to total income and its rotation, defined as the number of days in the period when they are sold.

Once the items within a category are selected, a model to estimate price and income demands is to be fitted. There are some models proposed in the literature to estimate elasticities. Some examples are the Rotterdam model (Theil, 1965, 1976), the translog model (Christensen, Jorgenson, \& Lau, 1975), AIDS (Deaton, \& Muellbauer, 1980), Logit (Besanko, Gupta, \& Jain, 1998), Translog and AIDS (Attfield, 2004) under the assumption of non-stationarity of the variables involved, just to consider some of the most popular models in the context of consumer theory. In this work, we have fitted some of these models as well as some others and tested their goodness of fit to our data. The model with the best performance was an AIDS one. Because this model depends on a price index for each period, different approaches to this index were considered. Their performances were checked through cross validation with the analysis of prediction errors and some representative statistics for a simultaneous equation system. Then, elasticities can be calculated from this system (Green \& Alston, 1990). With the estimated elasticities we were able to estimate total profit. This profit function was linearly approximated by Taylor development using elasticities, and then maximized under different scenarios. In order to gather the random variation in demands, empirical confidence intervals were built for the total profit. This procedure was carried out by generating random samples from the distribution of the demand vector for the selected items. Because of the linear approximation to the profit function, this estimated total profit could be partitioned as the sum of the marginal profit of each item. Then, the methodology presented here is a useful tool at the time of analyzing different pricing policies.

## 2. A Model to Estimate Elasticities

We have considered the data corresponding to price and demands for 28,267 items which have been selling in a home center in Río Gallegos, Argentina, over a period of 14 months. Around $10 \%$ of these items represent $80 \%$ of the net profit (cost price minus selling price). The cumulative profit (first row) and number of items to reach it (second row) are displayed in Table 1.

We can observe in this table that only 13 items (over a total of 28,267 ) represent $20 \%$ of the total profit of the home center and $80 \%$ of this profit is reached by only 2871 items over a huge total of 28,267 . This behavior led to analyze a group of a few items that are most important because of their absolute marginal profit jointly with their rotation, i.e., the number of days in the period in which the item was sold. Nineteen items were chosen based on these two criteria. These items generate $22.5 \%$ of the total profit and share a high rotation. Then some items which are not specifically related to building, such as adhesive for ceramic tiles, gas heaters, etc. or those who are only sold to big building companies, as packages of two thousand bags containing fifty kg of cement, were dismissed. The resulting selected items were the twelve ones depicted in Table 2. The order in terms of contribution to total profit (first column) and the number of days in the period in which every item was sold (second column) are shown in this table.

We analyze and compare different models of simultaneous equation demand systems for the selected twelve items, day by day, from September 2005 to January 2010. The aim of this procedure is to choose a model for predicting the budget share of a good in this period and estimate elasticities. Because the AIDS (Almost Ideal

Table 1. Cumulative profit percentage for the period March 07-May 08 and corresponding number of items.

| cum. prof. (\%) | 20 | 25 | 30 | 35 | 40 | 45 | 50 | 55 | 60 | 65 | 70 | 75 | 80 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{N}^{\circ}$ if items | 13 | 28 | 57 | 105 | 172 | 264 | 386 | 547 | 761 | 1051 | 1453 | 2013 | 2871 |

Table 2. The selected twelve items.

| Item | Description | Order in its contribution <br> to total profit | Number of days <br> of purchase |
| :---: | :--- | :---: | :---: |
| 1 | cement "Loma Negra" $\times 50 \mathrm{~kg}$ | 1 | 326 |
| 2 | hollow brick $18 \times 18 \times 33 \mathrm{~cm}$ | 2 | 358 |
| 3 | terracotta block "HIPER" $12 \times 18 \times 33 \mathrm{~cm}$ | 5 | 357 |
| 4 | White wash $\times 30$ kg "SANTA BARBARA" | 6 | 358 |
| 5 | bars of molded solid iron 10 mm | 7 | 361 |
| 6 | bars of molded solid iron 12 mm | 8 | 344 |
| 7 | corrugated zinc sheet "CINCAL" C- $251.10 \mathrm{~m} \times 12$ feet | 11 | 279 |
| 8 | grey hollow brick "ISOBLOCK" $120 \times 420 \times 1000 \mathrm{~mm}$ | 12 | 175 |
| 9 | hollow brick "HIPER" $08 \times 18 \times 33 \mathrm{~cm}$ | 14 | 326 |
| 10 | bars of molded solid iron 8 mm | 15 | 361 |
| 11 | brick $06 \times 12 \times 24$ (special $)$ | 16 | 322 |
| 12 | bars of molded solid iron 6 mm | 19 | 356 |

Demand System) model proposed by Deaton and Muellbauer (1980) is grounded on a well-structured analytical framework, it allows us to calculate price, demand, and income elasticities. Hence, if $w_{i}=\frac{q_{i} p_{i}}{\sum_{j=1}^{n} q_{j} p_{j}}$ is the budget share of good $i$, this equation system can be written as:

$$
\begin{equation*}
w_{i}=\alpha_{i}+\beta_{i} \log \left(\frac{x}{P}\right)+\sum_{j=1}^{n} \gamma_{i j} \log \left(p_{j}\right)+\varepsilon_{i} \quad i=1, \cdots, n \tag{3.1}
\end{equation*}
$$

where $\varepsilon_{i}$ is a random normal variable $N\left(0, \sigma^{2}\right)$. The parameters $\alpha_{i}, \beta_{i}$ and $\gamma_{i j}, i, j=1, \cdots, n$ are constrained by:

$$
\begin{align*}
& \sum_{i=1}^{n} \alpha_{i}=1, \quad \sum_{i=1}^{n} \beta_{i}=0, \quad \sum_{i=1}^{n} \gamma_{i j}=0 \quad\left(\text { as a consequence of } \sum_{k=1}^{n} w_{k t}=1, \text { for each } t\right)  \tag{3.2}\\
& \sum_{j=1}^{n} \gamma_{i j}=0 \quad i=1, \cdots, n ; \quad \gamma_{i j}=\gamma_{j i} \quad i, j=1, \cdots, n \quad \text { (Slutzky symmetry conditions) }
\end{align*}
$$

There are some proposals in the literature to calculate the price index $P$. One of the most widely used among the applications of AIDS system is Stone's approach, given by:

$$
\begin{equation*}
\log (P)=\sum_{i=1}^{n} w_{i} \log \left(p_{i}\right) \tag{3.3}
\end{equation*}
$$

Despite its popularity, this index was brought into question by some people, because it is not related to a base period. To solve this problem, an alternative expression, known as Tornqvist index is

$$
\begin{equation*}
\log (P)=\sum_{i=1}^{n} \frac{w_{i}+w_{i 0}}{2} \log \left(\frac{p_{i}}{p_{i o}}\right) \tag{3.4}
\end{equation*}
$$

Other classical approach to this index we have resorted to are the two different versions of Laspeyres index

$$
\begin{align*}
& \log (P)=\sum_{i=1}^{n} w_{i 0} \log \left(\frac{p_{i}}{p_{i 0}}\right) \text { Laspeyres Index }  \tag{3.5}\\
& \log (P)=\sum_{i=1}^{n} w_{i 0} \log \left(p_{i}\right) \text { simplified Laspeyres Index } \tag{3.6}
\end{align*}
$$

Share budgets $w_{i}$ were calculated through time, for each day $t$ in the period under study. Then, $w_{i t}$ is the budget share of item $i$ in the period (day) $t$. Then, the observed model in Equation (3.1) can be written as:

$$
\begin{equation*}
w_{i t}=\alpha_{i}+\beta_{i} \log \left(\frac{x_{t}}{P_{t}}\right)+\sum_{j=1}^{k} \gamma_{i j} \log \left(p_{j t}\right)+\varepsilon_{i t} \quad i=1, \cdots, n ; t=1, \cdots, T \tag{3.7}
\end{equation*}
$$

where $w_{i t}=\frac{q_{i t} p_{i t}}{\sum_{j=1}^{n} q_{j t} p_{j t}}$ and $\varepsilon_{i t}$ are random normal variables $N\left(0, \sigma^{2}\right)$, and the corresponding versions of Stone and Tornqvist, Laspeyres, and simplified Laspeyres indexes, for each observed day $t$ are:

$$
\begin{aligned}
& \log \left(P_{t}\right)=\sum_{i=1}^{n} w_{i t} \log \left(p_{i t}\right), t=1, \cdots, T ; \log \left(P_{t}\right)=\sum_{i=1}^{n} \frac{w_{i t}+w_{i 0}}{2} \log \left(\frac{p_{i t}}{p_{i 0}}\right), t=1, \cdots, T ; \\
& \log \left(P_{t}\right)=\sum_{i=1}^{n} w_{i 0} \log \left(\frac{p_{i t}}{p_{i 0}}\right), t=1, \cdots, T ; \log \left(P_{t}\right)=\sum_{i=1}^{n} w_{i 0} \log \left(p_{i t}\right), t=1, \cdots, T
\end{aligned}
$$

As regards the distribution of $\varepsilon_{i t}$, they have been considered under three different assumptions on the errors, uncorrelated between items and over time, and homoscedastic (OLS); uncorrelated between items and over time but heteroscedastic (WLS), and correlated between items but uncorrelated over time (SUR; Srivastava \& Giles 1987). We have estimated these twelve models leaving one day out every time (cross-validation) to analyze the stability of the models through time. The mean squared error of predictions was calculated for each model.

$$
\begin{equation*}
M S P E_{i}=\sum_{j=1}^{362}\left(\frac{w_{i j}^{*(-l)}-w_{i j}^{*}}{\bar{w}_{i}^{*(-l)}}\right), i=1, \cdots, 12 ; \quad l=1, \cdots, 362 \tag{3.8}
\end{equation*}
$$

where $w_{i j}^{*}$ is the predicted budget share of good $i$ at time $j, w_{i j}^{*(-1)}$ is the predicted budget share of good $i$ at time $j$ calculated without day $l$, and $\bar{w}_{i}^{*(-l)}$ is the average over time of $w_{i j}^{*(-1)}, j=1, \cdots, 362, j \neq l$.

As can be noticed in Figure 1, on day 152, PPS is an outlier for all models. This behavior is explained by the fact that the price of item "hollow brick "HIPER" $08 \times 18 \times 33 \mathrm{~cm}$ " was lowered by $15 \%$. This resulted in a burst of sale of 36,585 units compared with an average of 417 in the period. Then, this day was eliminated from the database to prevent a bias in the estimation procedure.

From the comparison of different statistics and residual behaviors, it was straightforward that the approach using Laspeyres simplified price index for $P$ in Equation (3.1) is better than those using Stone price index. Besides, the goodness of fit of the models with this price index is similar under different assumptions on the type of error dependence. This led us to choose an AIDS model with Laspeyres simplified price index and independent and identically distributed errors following the assumptions on the OLS methodology. Once this model was chosen, it was used to calculate price and income elasticities as well as demand-demand elasticities. As considered in Green \& Alston (1990), price elasticities can be written as:

$$
\eta_{i j}=\frac{\partial \log \left(q_{i}\right)}{\partial \log \left(p_{j}\right)}=-\delta_{i j}+\frac{1}{w_{i}}\left(\gamma_{i j}-\beta_{i} \frac{\partial \log (P)}{\partial \log \left(p_{j}\right)}\right)\left(=-\delta_{i j}+\frac{1}{w_{i}}\left(\gamma_{i j}-\beta_{i} \frac{w_{j}+w_{j 0}}{2}\right)\right.
$$

(where $\delta_{i j}$ is the Kronecker delta), and income elasticities,

$$
\zeta_{i}=\frac{\partial \log \left(q_{i}\right)}{\partial \log (x)}=\frac{\beta_{i}}{w_{i}}+1, i=1, \cdots, k
$$

If we define

$$
\begin{equation*}
\log \left(q_{i}\right)=\log \left(w_{i}\right)+\log (x)-\log \left(p_{i}\right) \tag{3.9}
\end{equation*}
$$

price-income elasticities,


Figure 1. Predicted Sum of Square (PPS) leaving one day out is shown in this figure. In the left panel, models were fitted with Tornqvist approach (Equation (3.4)), in the central panel, they were fitted with Stone's Equation (3.3)), and in the right panel, they were fitted using Laspeyres proposal (Equations (3.5) and (3.6)).

$$
\begin{equation*}
\eta_{i j}=\frac{\partial \log \left(q_{i}\right)}{\partial \log \left(p_{j}\right)} \tag{3.10}
\end{equation*}
$$

can be calculated from the Equation (3.9) and Model (3.1) as:

$$
\begin{align*}
\eta_{i j} & =\frac{\partial \log \left(q_{i}\right)}{\partial \log \left(p_{j}\right)^{3.9}}=\frac{\partial \log \left(w_{i}\right)}{\partial \log \left(p_{j}\right)}+\frac{\partial \log (x)}{\partial \log \left(p_{j}\right)}=\frac{\partial \log \left(w_{i}\right)}{\partial w_{i}} \frac{\partial w_{i}}{\partial \log \left(p_{j}\right)}+\frac{\partial \log (x)}{\partial \log \left(p_{j}\right)} \\
& =\frac{1}{w_{i}}\left[\gamma_{i j}-\beta_{i} \frac{\partial \log (P)}{\partial \log \left(p_{j}\right)}\right]+\frac{\partial \log (x)}{\partial \log \left(p_{j}\right)}\left[\frac{\beta_{i}}{w_{i}}+1\right] \quad \text { if } i \neq j \tag{3.11}
\end{align*}
$$

when $i=j$, elasticity $\eta_{i j}$ has an additional term because the derivative of the last term in 3.9 is not null. Then,

$$
\begin{align*}
\eta_{i i} & =\frac{\partial \log \left(q_{i}\right)}{\partial \log \left(p_{i}\right)}=\frac{\partial \log \left(w_{i}\right)}{\partial \log \left(p_{i}\right)}+\frac{\partial \log (x)}{\partial \log \left(p_{i}\right)}-\frac{\partial \log \left(p_{i}\right)}{\partial \log \left(p_{i}\right)} \\
& =\frac{1}{w_{i}}\left[\gamma_{i i}-\beta_{i} \frac{\partial \log (P)}{\partial \log \left(p_{i}\right)}\right]+\frac{\partial \log (x)}{\partial \log \left(p_{i}\right)}\left[\frac{\beta_{i}}{w_{i}}+1\right]-1 \tag{3.12}
\end{align*}
$$

The expressions 3.11 and 3.12 can be written in one equation by means of the Kroneckerdelta, $\delta_{i j}$, where $\delta_{i j}=0$, if $i \neq j$ and $\delta_{i j}=1$, if $i=j$.

$$
\begin{equation*}
\eta_{i j}=\frac{1}{w_{i}}\left[\gamma_{i j}-\beta_{i} \frac{\partial \log (P)}{\partial \log \left(p_{j}\right)}\right]+\frac{\partial \log (x)}{\partial \log \left(p_{j}\right)}\left[\frac{\beta_{i}}{w_{i}}+1\right]-\delta_{i j} \tag{3.13}
\end{equation*}
$$

## 4. Total and Marginal Profit Estimation

### 4.1. Maximization of a Profit Function under Different Scenarios

Our aim now is to build a tool that allows for a response to one of the most typical starting point for discussions about pricing: how to charge the different items in order to maximize profit. This purpose led us to estimate a profit function in order to analyze different pricing scenarios. Once elasticities are estimated, a profit function can be maximized as a linear function. In fact, elasticities will allow us to approximate this function using a Taylor's polynomial and maximize it by resorting to linear programming tools in a convex set. We defined this function as:

$$
\begin{equation*}
\pi\left(p_{1}, p_{2}, \cdots, p_{k}\right)=\sum_{i=1}^{k}\left(p_{i}-c_{i}\right) q_{i}\left(p_{1}, p_{2}, \cdots, p_{k}\right) \tag{4.14}
\end{equation*}
$$

where $c_{\mathrm{i}}$, is the cost of item which is considered constant (maximum value), over the period under study, $i$, $i=1, \cdots, k$. Then,

$$
\begin{equation*}
\pi\left(p_{1}, p_{2}, \cdots, p_{k}\right)=\sum_{i=1}^{k}\left(p_{i}-c_{i}\right) q_{i}\left(p_{1}, p_{2}, \cdots, p_{k}\right)=x-\sum_{i=1}^{k} c_{i} q_{i}\left(p_{1}, p_{2}, \cdots, p_{k}\right) \tag{4.15}
\end{equation*}
$$

where $x$ is the total income in the period. In this context, we consider the situation in which this total income remains constant over the period.

This means that

$$
\begin{equation*}
x=\sum_{i=1}^{k} p_{i} q_{i}\left(p_{1}, p_{2}, \cdots, p_{k}\right)=c t e \tag{4.16}
\end{equation*}
$$

A variation in item $i$ can be introduced by the amount $a_{i} p_{i}=\Delta p_{i}, i=1, \cdots, k$. Then, the variation in the random function $q_{i}=q_{i}\left(p_{1}, p_{2}, \cdots, p_{k}\right)$ between points $\left(p_{1}, p_{2}, \cdots, p_{k}\right)$ and $\left(p_{1}+\Delta p_{1}, p_{2}+\Delta p_{2}, \cdots, p_{k}+\Delta p_{k}\right)$ can be approximated by Taylor's linear polynomial as:

$$
\begin{aligned}
q_{i}\left(p_{1}+\Delta p_{1}, p_{2}+\Delta p_{2}, \cdots, p_{k}+\Delta p_{k}\right) & \approx q_{i}\left(p_{1}, p_{2}, \cdots, p_{k}\right)+\sum_{j=1}^{k} \frac{\partial q_{i}}{\partial p_{j}}\left(p_{1}, p_{2}, \cdots, p_{k}\right) \Delta p_{j} \\
& =q_{i}\left(p_{1}, p_{2}, \cdots, p_{k}\right)+\sum_{j=1}^{k} \eta_{i j} \frac{q_{i}\left(p_{1}, p_{2}, \cdots, p_{k}\right)}{p_{j}} a_{j} p_{j} \\
& =q_{i}\left(p_{1}, p_{2}, \cdots, p_{k}\right)+\sum_{j=1}^{k} \eta_{i j} q_{i}\left(p_{1}, p_{2}, \cdots, p_{k}\right) a_{j}
\end{aligned}
$$

Then the variation in the profit function is

$$
\begin{aligned}
\pi\left(p_{1}+\Delta p_{1}, p_{2}+\Delta p_{2}, \cdots, p_{k}+\Delta p_{k}\right) & =x-\sum_{j=1}^{n} c_{i} q_{i}\left(p_{1}+\Delta p_{1}, p_{2}+\Delta p_{2}, \cdots, p_{k}+\Delta p_{k}\right) \\
& =x-\sum_{i=1}^{k} c_{i}\left[q_{i}\left(p_{1}, p_{2}, \cdots, p_{k}\right)+\sum_{j=1}^{k} \eta_{i j} q_{i}\left(p_{1}, p_{2}, \cdots, p_{k}\right) a_{j}\right] \\
& =x-\sum_{i=1}^{k} c_{i} q_{i}\left(p_{1}, p_{2}, \cdots, p_{k}\right)-\sum_{j=1}^{k} a_{j} \sum_{i=1}^{k} c_{i} \eta_{i j} q_{i}\left(p_{1}, p_{2}, \cdots, p_{k}\right) \\
& \underset{(4.15)}{=} \pi\left(p_{1}, p_{2}, \cdots, p_{k}\right)-\sum_{j=1}^{k} a_{j} \sum_{i=1}^{k} c_{i} \eta_{i j} q_{i}\left(p_{1}, p_{2}, \cdots, p_{k}\right)
\end{aligned}
$$

A variation $a_{1} p_{1}, a_{2} p_{2}, \cdots, a_{k} p_{k}$ in the prices $p_{1}, p_{2}, \cdots, p_{k}$ respectively, results in a variation in profit that
can be approximated by,

$$
\begin{equation*}
\pi\left(p_{1}+a_{1} p_{1}, p_{2}+a_{2} p_{2}, \cdots, p_{k}+a_{k} p_{k}\right)-\pi\left(p_{1}, p_{2}, \cdots, p_{k}\right) \approx-\sum_{j=1}^{k} a_{j} \sum_{i=1}^{k} c_{i} \eta_{i j} q_{i}\left(p_{1}, p_{2}, \cdots, p_{k}\right) \tag{4.17}
\end{equation*}
$$

This expression can be maximized as a function of $a_{i}, i=1, \cdots, k$ in a convex set defined by the minimum and maximum values given to the proportion of increase or diminution in the price of each item. The values of $a_{i}$ for which the previous difference is maximum can be expressed as: $\frac{c_{i}}{p_{i}}-1 \leq a_{i} \leq 1$. In this way, we consider a price variation of an item between its cost and twice its cost. Three scenarios were analyzed as examples of pricing policies and their results using this methodology.

### 4.1.1. Scenario 1

The prices of all items can be moved within a range of $-0.10 \leq a_{i} \leq 0.10, i=1, \cdots, k$. This means that the profit function should be maximized in the set $-0.10 \leq a_{i} \leq 0.10, i=1, \cdots, k$. An example of this pricing policy is shown in Table 3 where maximization of the profit function led to a drop in the prices of cement, hollow brick, whitewash, and zinc, and a rise in price in the remaining items.

### 4.1.2. Scenario 2

We considered an alternative pricing policy by fixing all prices except those for cement and different kinds of bricks (excepting grey hollow brick). In other words, we maximized the increment of the profit function under the restrictions: $-0.10 \leq a_{i} \leq 0.10, i=1,2,3,9,11$. The resulting values of final and initial prices are shown in Table 4. In this setting, the net gain is $20.67 \%$. This represents almost half the total profit in the scenario but with the third part of the item prices released.

### 4.1.3. Scenario 3

In this scenario, all prices are fixed except for those corresponding to different kinds of iron. Again, they can change in a proportion of between -0.10 and 0.10 . The results before and after maximizing the profit function are shown in Table 5. The net gain in this scenario is $6.1 \%$.

Table 3. Final and initial prices resulting from maximizing the profit function when all prices can vary in a proportion of between -0.10 and 0.10 .

| Item | Cement | Hollow brick | Terracotta block | Whitewash | Iron 10 mm | Iron 12 mm |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Initial | 36.49 | 4.20 | 3.29 | 23.59 | 37.20 | 51.99 |
| Final | 32.84 | 3.78 | 3.62 | 21.23 | 40.91 | 57.19 |
| Item | Zinc | Grey hollow brick | Hollow brick "Hiper" | Iron 8 mm | Brick (special) | Iron 6 mm |
| Initial | 134.40 | 24.90 | 2.99 | 23.59 | 1.75 | 13.99 |
| Final | $120-96$ | 27.39 | 3.29 | 25.95 | 1.93 | 15.39 |

Table 4. Final and initial prices resulting from maximizing the profit function when all prices, except for those in bold characters, can vary in a proportion of between -0.10 and 0.10 .

| Item | Cement | Hollow brick | Terracotta block | Whitewash | Iron 10 mm | Iron $\mathbf{1 2} \mathbf{~ m m ~}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Initial | $\mathbf{3 6 . 4 9}$ | $\mathbf{4 . 2 0}$ | $\mathbf{3 . 2 9}$ | 23.59 | 37.20 | 51.99 |
| Final | $\mathbf{3 2 . 8 4}$ | $\mathbf{3 . 7 8}$ | $\mathbf{3 . 6 2}$ | 23.59 | 37.20 | 51.99 |
| Item | Zinc | Grey hollow brick | Hollow brick "Hiper" | Iron 8 mm | Brick (special) | Iron $\mathbf{6 ~ m m ~}$ |
| Initial | 134.40 | 24.90 | $\mathbf{2 . 9 9}$ | 23.59 | $\mathbf{1 . 7 5}$ | 13.99 |
| Final | 134.40 | 24.90 | $\mathbf{3 . 2 9}$ | 23.59 | $\mathbf{1 . 9 3}$ | 13.99 |

### 4.2. Empirical Confidence Intervals

For the purpose of including the random effects of the demands considered, empirical confidence intervals were built based on the prices maximizing total gain. This was done for each scenario by fixing the corresponding prices and generating 1000 random samples from independent normal components of the vector containing the log-demand for each article. As parameters of these normal distributions we considered sample means and variances calculated for the last thirty days. Marginal intervals for each item's profit can be calculated due to the linear approach (4.17).

Scenario 1: The 95\%-interval for the total profit calculated with the prices maximizing this profit under scenario 1 was (34552.1, 36591.27). Thus, an estimated percentage for this total profit would vary between 34.72 and $42.67 \%$. In Table 6, marginal confidence intervals are calculated for each item's profit. Because of the linear approximation to the profit function, the estimated percentage of the total profit under this scenario can be written as the sum of these estimated marginal profits.

Scenario 2: The 95\%-interval for the total profit calculated with the prices maximizing this profit under scenario 2 was ( $30279.50,31618.85$ ). In this case an estimated percentage for this total profit would vary between 18.06 and $23.28 \%$. In Table 7, marginal confidence intervals are calculated for each item's profit under this scenario.

Scenario 3: The items selected in this Scenario were those representing different diameters of iron bars. The simulation procedure generated the $95 \%$ interval for total profit as $(27068.85,27361.33)$ corresponding to a variation between 5.54 and $6.68 \%$. The item corresponding to iron bars of 10 mm is not in Table 8 because its price was not modified in the process of maximizing the profit function.

Table 5. Final and initial prices resulting from maximizing the profit function when all prices, except those for iron, can vary in a proportion of between -0.10 and 0.10 .

| Item | Cement | Hollow brick | Terracotta block | Whitewash | Iron $\mathbf{1 0} \mathbf{~ m m}$ | Iron $\mathbf{1 2} \mathbf{~ m m ~}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Initial | 36.49 | 4.20 | 3.29 | 23.59 | $\mathbf{3 7 . 2 0}$ | $\mathbf{5 1 . 9 9}$ |
| Final | 36.49 | 4.20 | 3.29 | 23.59 | $\mathbf{3 7 . 2 0}$ | $\mathbf{5 7 . 1 9}$ |
| Item | Zinc | Grey hollow brick | Hollow brick "Hiper" | Iron $\mathbf{8 ~ m m}$ | Brick (special) | Iron $\mathbf{6 ~ m m ~}$ |
| Initial | 134.40 | 24.90 | 2.99 | $\mathbf{2 3 . 5 9}$ | $\mathbf{1 . 7 5}$ | $\mathbf{1 3 . 9 9}$ |
| Final | 134.40 | 24.90 | 2.99 | $\mathbf{2 5 . 9 5}$ | $\mathbf{1 . 7 5}$ | $\mathbf{1 5 . 3 9}$ |

Table 6. $95 \%$ confidence intervals and their corresponding percentage intervals for each item in column 1 are shown in columns 2 and 3 . Reference prices are considered under scenario 1.

| Item | $\mathbf{9 5 \%}$ Confidenceinterval | Variation of estimated percentages |
| :---: | :---: | :---: |
| Cement | $(27269.19,28077.78)$ | $(6.32,9.48)$ |
| Hollowbrick | $(25804.46,26030.60)$ | $(0.61,1.49)$ |
| Terracotta block | $(27279.87,27593.32)$ | $(6.36,7.59)$ |
| Whitewash | $(25933.25,26173.28)$ | $(1.11,2.05)$ |
| Iron 10 mm | $(26096.53,26345.13)$ | $(1.75,2.72)$ |
| Iron 12 mm | $(25953.13,26412.15)$ | $(2.46,4.01)$ |
| Zinc | $(26279.24,26675.25)$ | $(3.08,5.65)$ |
| Grey hollowbrick | $(26693.55,27097.78)$ | $(1.95,3.4 .39)$ |
| Hollowbrick "Hiper" | $(26634.23,26852.03)$ | $(0.26,0.68)$ |
| Iron 8 mm | $(26147.91,26513.05)$ | $(0.06,2.66)$ |
| Brick (special) | $(25715.36,25821.05)$ | $(25661.82,26329.46)$ |

Table 7. $95 \%$ confidence intervals and their corresponding percentage intervals for those items (Column 1 ) whose prices were modified (Scenario 2) are shown in Columns 2 and 3.

| Item | $\mathbf{9 5 \%}$ Confidenceinterval | Variation of estimated percentages |
| :---: | :---: | :---: |
| Cement | $(27269.57,28078.16)$ | $(6.32,9.48)$ |
| Hollow brick | $(25804.41,26030.55)$ | $(0.61,1.49)$ |
| Terracotta block | $(27280.13,27593.58)$ | $(3.37,7.59)$ |
| Hollow brick "Hiper" | $(26634.06,26851.86)$ | $(0.26,0.68)$ |
| Brick (special) | $(25715.37,25821.06)$ | $(3)$ |

Table 8. $95 \%$ confidence intervals and their corresponding percentage intervals for those items (Column 1) whose prices were modified (Scenario 3) are shown in Columns 2 and 3.

| Item | $\mathbf{9 5 \%}$ Confidenceinterval | Variation of estimated percentages |
| :---: | :---: | :---: |
| Iron 12 mm | $(25953.48,26411.48)$ | $(1.19,2.98)$ |
| Iron 8 mm | $(26150.07,26515.86)$ | $(1.96,3.39)$ |
| Iron 6 mm | $(25661.42,26329.05)$ | $(0.05,2.66)$ |

## 5. Some Conclusions

- An appropriate version of AIDS, when possible, guarantees properties of utility function and has allowed us to estimate elasticities.
- These elasticities were used to build a profit function and obtain its variation when price variations are present. In addition, this analysis allows obtaining approximations to the variation in the profit function underpricing variations. This information is, indeed, crucial when a business specialist has to make decisions about the profit maximization.
- In this work, we have analyzed three scenarios, as an example to define pricing policies and their effects on the profit function when this is maximized.
- The linear approximation to this profit function we used here has the advantage of simplifying its maximization through a standard program designed to optimize a linear function subject to constraints. In addition, it can be written as a linear combination of the marginal profits due to each item.
- Empirical distribution of this approximate linear profit function, under normally distributed log-demands, can provide empirical confidence intervals for the maximum profit under different scenarios. Thus, the random variation of this maximum profit can be quantified for each item as a marginal interval.
- The AIDS fitted to data can also be replaced by another way of estimating elasticities. Still they can be used to build a profit function and its linearization to maximize straightforwardness. Additionally, and as pointed out before, it results in a linear combination of marginal profits.
Although the methodology used here was built for a home centre which behaves as a monopoly, it can be the starting point to considering additional assumptions.
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