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#### Abstract

In this paper, we propose a fuzzy linear regression model with LR-type fuzzy input variables and fuzzy output variable, the fuzzy extent of which may be different. Then we give the iterative solution of the proposed model based on the Weighted Least Squares estimation procedure. Some properties of the estimates are proved. We also define suitable goodness of fit index and its adjusted version useful to evaluate the performances of the proposed model. Based on the Least Median Squares-Weighted Least Squares (LMS-WLS) estimation procedure, we give robust estimation steps for the proposed model. Compared with the well-known fuzzy Least Squares method, the effectiveness of our model on reducing the outliers influence is shown by using two examples.
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## 1. Introduction

Fuzzy linear regression analysis is a well-known method for seeking the fuzzy relationship between inputs and output data. Fuzzy linear regression is useful in a fuzzy domain where model parameters and/or data are fuzzy, or imprecise, or vague. The main approaches of fuzzy linear regression are Possibilistic concepts introduced by Tanaka et al. [1] and Least-Squares (LS) approach that extends the LS criterion to fuzzy setting [2]. The probabilistic approaches mainly involve a linear mathematical programming method and their aim is to cover the spreads of the output up to an $h$-level [3]. On the other hand, in the least squares, the objective is to maximize the model fitting measure between the estimated outputs from the estimated model and the observed outputs. For contributions on this subject see Refs. [2] [4]-[10]. The LS method has several theoretical and applicative advantages, but it has a critical drawback, because it is extremely sensitive to the presence of outliers. In the fuzzy

[^0]regression literature, the outlier problem has been solved with regard to both outlier detection criteria and robust estimation procedures. In the following, we briefly illustrate some contributions on robust estimation procedures.

Watada and Yabuuchi [11] propose a robust fuzzy regression model based on a hyperelliptic function. Chang and Lee [5] have suggested generalized fuzzy weighted least squares method for an outlier condition, making weighted with degree of membership and lean on an interaction with the decider. For a simple regression, Yang and Ko [12] suggest weighted fuzzy at the least squares of analyzed iterative algorithm, which has two stages. Oussalsh and Schutter [13] make use of Least Trimmed Squares (LTS) and Least Median Squares (LMS) for the fuzzy regression model, and study the performance of the proposed model when data is contaminated by outliers. Yang and Liu [14] have suggested the fuzzy least squares for models of fuzzy interaction linear regression. This algorithm is robust against the outlier for simple regression. Şanli and Apaydin [15] propose a robust estimation procedure for fuzzy linear regression model with fuzzy input-output based on the least median squares.

In recent years, there is a growing literature that is related to robust fuzzy regression in a fuzzy domain. Varga [16] presents two robust estimations of unknown fuzzy parameters in fuzzy regression model, and investigates the relationship between the proposed models both for fuzzy and non-fuzzy regression analysis. Choi and Buckley [17] utilize the Least Absolute Deviations (LAD) for the fuzzy regression model, and investigate the performance of the model when data contains fuzzy outliers. Kula and Apaydin [18] propose a robust fuzzy regression analysis based on the ranking of fuzzy sets. On the basis of Modarres et al. [19] [20], a robust nonlinear fuzzy regression model using multilayered feedforward neural networks where weights, biases, input and output variables are assumed to be fuzzy is presented by Nasrabadi and Hashemi [21]. Hu [22] suggests a genetic-algo-rithm-based method for determining two functional-link nets for the robust nonlinear interval regression model. A robust version of a spline-based estimate is presented by Maronna and Yohai [23], which has the form of an MM-estimate. D’Urso et al. [24] propose a robust fuzzy linear regression model with crisp inputs and fuzzy outputs based on the least median squares-weighted least squares estimation procedure. Based on the least trimmed squares estimation, Chachi and Roozbeh [25] propose a estimation procedure for determining the coefficients of the fuzzy regression model for crisp input-fuzzy output data (see also D' Urso et al. (2011) for a list of possible references on the topic of robust fuzzy regression analysis).

The rest of the paper is organized as follows. In Section 2, we set up the fuzzy regression model for fuzzy input variables (explanatory variables or independent variables) and fuzzy output variable (dependent variable or response variable) according to Refs. [8] [9]. Then, in Section 3, the estimation procedure is described. This is based on the Weighted Least Squares (WLS) principle. WLS objective function is defined (Section 3.1). An iterative WLS solution is shown in section 3.2 and some relevant properties of this solution are proved in Section 3.3, while in section 3.4 special case of model is discussed. In Section 4, we introduce some goodness of fit indices to assess model fitting. In Section 5, by considering the Least Median Squares and the Weighted Least Squares (LMS-WLS) approach, we give steps of the LMS-WLS estimation procedure with fuzzy output variable and fuzzy input variables. Section 6 reports an example and a simulation study to illustrate the effectiveness of our model in presence of outlier. Finally, Section 7 contains concluded remarks.

## 2. The Linear Regression Model with LR-Type Fuzzy Input Variables and Output Variable

Let consider a fuzzy output variable $Y$ and $p$ fuzzy input variables $\mathbf{X}=\left\{\mathrm{X}_{1}, \cdots, \mathrm{X}_{\mathrm{p}}\right\}$ observed on $n$ units. Data are denoted by $(\mathrm{Y}, \mathbf{X})$. We assume that Y is a LR-type fuzzy variable: $\mathrm{Y} \equiv(m, l, u)_{L R}$, where $m$ is the center, $l$ and $u$ the left spread and right spread respectively; $X_{j}$ is also a LR-type fuzzy variable: $X_{j} \equiv\left(S_{j}, V_{j}, Z_{j}\right)_{L R}$, where $\mathrm{S}_{\mathrm{j}}$ is the center, $\mathrm{V}_{\mathrm{j}}$ and $\mathrm{Z}_{\mathrm{j}}$ the left spread and right spread of the $j$ th LR-type fuzzy input variable.

Let $\mathbf{m}, \mathbf{l}$ and $\mathbf{u}$ be the vectors of the observed centers, left spreads and right spreads, respectively. Firstly, we model the observed centers and lower and upper boundary of the response variable, as sums of unknown theoretical values and of their respective residuals:

$$
\begin{align*}
& \mathbf{m}=\mathbf{m}^{*}+\boldsymbol{\varepsilon}, \\
& \mathbf{m}-\mathbf{l}=\left(\mathbf{m}^{*}-\mathbf{l}^{*}\right)+\boldsymbol{\varepsilon}_{L}  \tag{1}\\
& \mathbf{m}+\mathbf{u}=\left(\mathbf{m}^{*}+\mathbf{u}^{*}\right)+\boldsymbol{\varepsilon}_{U} .
\end{align*}
$$

where $\boldsymbol{\varepsilon}, \boldsymbol{\varepsilon}_{L}$ and $\boldsymbol{\varepsilon}_{U}$ are the vectors of residuals and $\mathbf{m}^{*}, \mathbf{l}^{*}$ and $\mathbf{u}^{*}$ are the vectors of the estimated values of the centers and spreads of the response variable. These values are then reparamethrized in terms of the regression model, as follows:

$$
\begin{align*}
& \mathbf{m}^{*}=\mathbf{V a}+\mathbf{S r}+\mathbf{Z} \mathbf{s} \\
& \mathbf{l}^{*}=b \mathbf{m}^{*}+d \mathbf{1}  \tag{2}\\
& \mathbf{u}^{*}=g \mathbf{m}^{*}+h \mathbf{1}
\end{align*}
$$

where $\mathbf{S}, \mathbf{V}$ and $\mathbf{Z}$ are $(n \times(p+1))$ matrices composed by the unit column and the centers, left spreads and right spreads of the fuzzy input variables, respectively; $\mathbf{r}, \mathbf{a}$ and $\mathbf{s}$ are column $(p+1)$-vectors containing the regression parameters relevant to the centers, left spreads and right spreads of the fuzzy explanatory variables, finally $\mathbf{1}$ denotes the column $(p+1)$-vector of 1 's.

## 3. The Estimation Procedure

### 3.1. Distance and Objective Function

In some cases, it may happen that the membership functions of the dependent variable vary across the observation units. This can occur if we allow for different levels of uncertainty associated with each response: for instance, a person might be extremely sure about her/his opinion, but another one might be rather uncertain. These levels of uncertainty may then correspond to square root and parabolic membership functions, respectively. The very common triangular membership function can be seen as expressing a medium level of uncertainty. Based on the above consideration, according to the WLS criterion, once weights are determined, the parameters of the model (2) should be estimated by the minimizing the weighted squared distance between the observed values of the response variable $Y$, and the corresponding estimated values $\mathrm{Y}^{*} \equiv\left(\mathbf{m}^{*}, \mathbf{l}^{*}, \mathbf{u}^{*}\right)_{L R}$ defined through model (2)

$$
\begin{align*}
\Delta_{L R}^{2}= & \left\|\mathbf{m}-\mathbf{m}^{*}\right\|_{W}^{2}+\left\|(\mathbf{m}-\boldsymbol{\Lambda} \mathbf{l})-\left(\mathbf{m}^{*}-\mathbf{\Lambda} \mathbf{l}^{*}\right)\right\|_{W}^{2}+\left\|(\mathbf{m}+\mathbf{P u})-\left(\mathbf{m}^{*}+\mathbf{P} \mathbf{u}^{*}\right)\right\|_{\mathbf{W}}^{2} \\
= & 3\left(\mathbf{m}-\mathbf{m}^{*}\right)^{\prime} \mathbf{W}\left(\mathbf{m}-\mathbf{m}^{*}\right)-2\left(\mathbf{l}-\mathbf{l}^{*}\right)^{\prime} \boldsymbol{\Lambda} \mathbf{W}\left(\mathbf{m}-\mathbf{m}^{*}\right)+2\left(\mathbf{u}-\mathbf{u}^{*}\right)^{\prime} \mathbf{P W}\left(\mathbf{m}-\mathbf{m}^{*}\right)  \tag{3}\\
& +\left(\mathbf{l}-\mathbf{l}^{*}\right)^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W}\left(\mathbf{l}-\mathbf{l}^{*}\right)+\left(\mathbf{u}-\mathbf{u}^{*}\right)^{\prime} \mathbf{P}^{2} \mathbf{W}\left(\mathbf{u}-\mathbf{u}^{*}\right)
\end{align*}
$$

where the influence of the shape of the relationship function on the distance is embodied in the matrices $\boldsymbol{\Lambda}$ and $\mathbf{P}, \Lambda_{-1}$ and $\mathbf{P}$ are diagonal matrices of order $n$, whose diagonal elements are $\lambda_{i}=\int_{0}^{-1} L_{i}^{-1}(\omega) \mathrm{d} \omega$ and $\rho_{i}=\int_{0}^{-1} \mathrm{R}_{i}^{-1}(\omega) \mathrm{d} \omega, i=1, \cdots, n ;\|\cdot\|_{\mathrm{w}}$ is the weighted norm and $W$ is a diagonal matrix, whose elements are the weights $w_{i}$.

On the basis of distance, we can set the WLS objective function in terms of the parameters $\mathbf{a}, \mathbf{r}, \mathbf{s}, b, d, g, h$ of the model.

$$
\begin{align*}
& \min _{\mathbf{a}, \mathbf{r}, \mathrm{s}, \mathrm{~b}, \mathrm{~g}, \mathrm{~h}} \Delta_{L R}^{2}(\mathbf{a}, \mathbf{r}, \mathbf{s}, b, d, g, h) \\
&= 3(\mathbf{m}-\mathbf{V a}-\mathbf{S r}-\mathbf{Z s})^{\prime} \mathbf{W}(\mathbf{m}-\mathbf{V a}-\mathbf{S r}-\mathbf{Z s}) \\
&-2(\mathbf{l}-b \mathbf{V a}-b \mathbf{S r}-b \mathbf{Z} \mathbf{s}-d \mathbf{1})^{\prime} \mathbf{\Lambda} \mathbf{W}(\mathbf{m}-\mathbf{V a}-\mathbf{S r}-\mathbf{Z s})  \tag{4}\\
&+2(\mathbf{u}-g \mathbf{V a}-g \mathbf{S r}-g \mathbf{Z} \mathbf{s}-h \mathbf{1})^{\prime} \mathbf{P W}(\mathbf{m}-\mathbf{V a}-\mathbf{S r}-\mathbf{Z s}) \\
&+(\mathbf{l}-b \mathbf{V a}-b \mathbf{S r}-b \mathbf{Z} \mathbf{s}-d \mathbf{1})^{\prime} \mathbf{\Lambda}^{2} \mathbf{W}(\mathbf{l}-b \mathbf{V a}-b \mathbf{S r}-b \mathbf{Z} \mathbf{s}-d \mathbf{1}) \\
&+(\mathbf{u}-g \mathbf{V a}-g \mathbf{S r}-g \mathbf{Z} \mathbf{s}-h \mathbf{1})^{\prime} \mathbf{P}^{2} \mathbf{W}(\mathbf{u}-g \mathbf{V a}-g \mathbf{S r}-g \mathbf{Z s}-h \mathbf{1})
\end{align*}
$$

### 3.2. Iterative Weighted Least Squares Solution

In order to solve minimize (4), we equate to zero the partial derivatives of $\Delta_{L R}^{2}$ w.r.t. the parameters $\mathbf{a}, \mathbf{r}, \mathbf{s}, b, d, g$ and $h$, obtain the following system of equations:

$$
\begin{align*}
& \frac{\partial \Delta_{L R}^{2}}{\partial b}=0 \Leftrightarrow-\left(-\mathbf{a}^{\prime} \mathbf{V}^{\prime} \boldsymbol{\Lambda} \mathbf{W m}-\mathbf{r}^{\prime} \mathbf{S}^{\prime} \boldsymbol{\Lambda} \mathbf{W m}-\mathbf{s}^{\prime} \mathbf{Z}^{\prime} \boldsymbol{\Lambda} \mathbf{W m}+\mathbf{a}^{\prime} \mathbf{V}^{\prime} \boldsymbol{\Lambda} \mathbf{W V a}+\mathbf{r}^{\prime} \mathbf{S}^{\prime} \boldsymbol{\Lambda} \mathbf{W S r}\right. \\
& \left.+\mathbf{s}^{\prime} \mathbf{Z}^{\prime} \boldsymbol{\Lambda} \mathbf{W Z s}+2 \mathbf{a}^{\prime} \mathbf{V}^{\prime} \boldsymbol{\Lambda} \mathbf{W S r}+2 \mathbf{a}^{\prime} \mathbf{V}^{\prime} \boldsymbol{\Lambda} \mathbf{W Z s}+2 \mathbf{r}^{\prime} \mathbf{S}^{\prime} \boldsymbol{\Lambda} \mathbf{W Z s}\right) \\
& +\left(-\mathbf{a}^{\prime} \mathbf{V}^{\prime} \mathbf{\Lambda}^{2} \mathbf{W l}-\mathbf{r}^{\prime} \mathbf{S}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W l}-\mathbf{s}^{\prime} \mathbf{Z}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W l}+b \mathbf{a}^{\prime} \mathbf{V}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W V a}\right.  \tag{5}\\
& +b \mathbf{r}^{\prime} \mathbf{S}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W S r}+b \mathbf{s}^{\prime} \mathbf{Z}^{\prime} \mathbf{\Lambda}^{2} \mathbf{W} \mathbf{Z s}+2 b \mathbf{s}^{\prime} \mathbf{Z}^{\prime} \mathbf{\Lambda}^{2} \mathbf{W S r}+2 b \mathbf{s}^{\prime} \mathbf{Z}^{\prime} \mathbf{\Lambda}^{2} \mathbf{W V a} \\
& \left.+2 b \mathbf{a}^{\prime} \mathbf{V}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W S r}+d \mathbf{1}^{\prime} \mathbf{\Lambda}^{2} \mathbf{W V a}+d \mathbf{1}^{\prime} \mathbf{\Lambda}^{2} \mathbf{W S r}+d \mathbf{1}^{\prime} \mathbf{\Lambda}^{2} \mathbf{W Z s}\right)=0 \\
& \frac{\partial \Delta_{L R}^{2}}{\partial g}=0 \Leftrightarrow\left(-\mathbf{a}^{\prime} \mathbf{V}^{\prime} \mathbf{P W m}-\mathbf{r}^{\prime} \mathbf{S}^{\prime} \mathbf{P W m}-\mathbf{s}^{\prime} \mathbf{Z}^{\prime} \mathbf{P W m}+\mathbf{a}^{\prime} \mathbf{V}^{\prime} \mathbf{P W V a}+\mathbf{r}^{\prime} \mathbf{S}^{\prime} \mathbf{P W S r}\right. \\
& \left.+\mathbf{s}^{\prime} \mathbf{Z}^{\prime} \mathbf{P W Z s}+2 \mathbf{a}^{\prime} \mathbf{V}^{\prime} \mathbf{P W S r}+2 \mathbf{a}^{\prime} \mathbf{V}^{\prime} \mathbf{P W Z s}+2 \mathbf{r}^{\prime} \mathbf{S}^{\prime} \mathbf{P W Z s}\right) \\
& +\left(-\mathbf{a}^{\prime} \mathbf{V}^{\prime} \mathbf{P}^{2} \mathbf{W u}-\mathbf{r}^{\prime} \mathbf{S}^{\prime} \mathbf{P}^{2} \mathbf{W u}-\mathbf{s}^{\prime} \mathbf{Z}^{\prime} \mathbf{P}^{2} \mathbf{W u}+g \mathbf{a}^{\prime} \mathbf{V}^{\prime} \mathbf{P}^{2} \mathbf{W} \mathbf{V a}\right.  \tag{6}\\
& +g \mathbf{r}^{\prime} \mathbf{S}^{\prime} \mathbf{P}^{2} \mathbf{W S r}+g \mathbf{s}^{\prime} \mathbf{Z}^{\prime} \mathbf{P}^{2} \mathbf{W} \mathbf{Z} \mathbf{s}+2 g \mathbf{s}^{\prime} \mathbf{Z}^{\prime} \mathbf{P}^{2} \mathbf{W S r}+2 g \mathbf{s}^{\prime} \mathbf{Z}^{\prime} \mathbf{P}^{2} \mathbf{W V a} \\
& \left.+2 g \mathbf{a}^{\prime} \mathbf{V}^{\prime} \mathbf{P}^{2} \mathbf{W S r}+h \mathbf{1}^{\prime} \mathbf{P}^{2} \mathbf{W V a}+h \mathbf{1}^{\prime} \mathbf{P}^{2} \mathbf{W S r}+h \mathbf{1}^{\prime} \mathbf{P}^{2} \mathbf{W Z s}\right)=0 \\
& \frac{\partial \Delta_{L R}^{2}}{\partial d}=0 \Leftrightarrow \mathbf{1}^{\prime} \boldsymbol{\Lambda} \mathbf{W m}-\mathbf{1}^{\prime} \boldsymbol{\Lambda} \mathbf{W V a}-\mathbf{1}^{\prime} \boldsymbol{\Lambda} \mathbf{W S r}-\mathbf{1}^{\prime} \mathbf{\Lambda W Z s}-\mathbf{1}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W l}  \tag{7}\\
& +b \mathbf{a}^{\prime} \mathbf{V}^{\prime} \mathbf{\Lambda}^{2} \mathbf{W} \mathbf{1}+b \mathbf{r}^{\prime} \mathbf{S}^{\prime} \mathbf{\Lambda}^{2} \mathbf{W} \mathbf{1}+b \mathbf{s}^{\prime} \mathbf{Z}^{\prime} \mathbf{\Lambda}^{2} \mathbf{W} \mathbf{1}+d \mathbf{1}^{\prime} \mathbf{\Lambda}^{2} \mathbf{W} \mathbf{1}=0 \\
& \frac{\partial \Delta_{L R}^{2}}{\partial h}=0 \Leftrightarrow-\mathbf{1}^{\prime} \mathbf{P W m}+\mathbf{1}^{\prime} \mathbf{P W V a}+\mathbf{1}^{\prime} \mathbf{P W S r}+\mathbf{1}^{\prime} \mathbf{P W Z s}-\mathbf{1}^{\prime} \mathbf{P}^{2} \mathbf{W u}  \tag{8}\\
& +g \mathbf{a}^{\prime} \mathbf{V}^{\prime} \mathbf{P}^{2} \mathbf{W} 1+g \mathbf{r}^{\prime} \mathbf{S}^{\prime} \mathbf{P}^{2} \mathbf{W} 1+g \mathbf{s}^{\prime} \mathbf{Z}^{\prime} \mathbf{P}^{2} \mathbf{W} 1+h \mathbf{1}^{\prime} \mathbf{P}^{2} \mathbf{W} \mathbf{1}=0 \\
& \frac{\partial \Delta_{L R}^{2}}{\partial \mathbf{a}}=0 \Leftrightarrow 3 \mathbf{V}^{\prime} \mathbf{W V a}-2 b \mathbf{V}^{\prime} \mathbf{\Lambda} \mathbf{W V a}+2 g \mathbf{V}^{\prime} \mathbf{P W V a}+b^{2} \mathbf{V}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W V a}+g^{2} \mathbf{V}^{\prime} \mathbf{P}^{2} \mathbf{W V a} \\
& =3 \mathbf{V}^{\prime} \mathbf{W m}-3\left(\mathbf{V}^{\prime} \mathbf{W S r}+\mathbf{V}^{\prime} \mathbf{W Z s}\right)+\left(-b \mathbf{V}^{\prime} \mathbf{\Lambda} \mathbf{W m}-\mathbf{V}^{\prime} \mathbf{\Lambda} \mathbf{W l}+2 b \mathbf{V}^{\prime} \mathbf{\Lambda} \mathbf{W S r}+2 b \mathbf{V}^{\prime} \boldsymbol{\Lambda} \mathbf{W Z} \mathbf{s}+d \mathbf{V}^{\prime} \mathbf{\Lambda} \mathbf{W} \mathbf{1}\right) \\
& -\left(-g \mathbf{V}^{\prime} \mathbf{P W m}-\mathbf{V}^{\prime} \mathbf{P W u}+2 g \mathbf{V}^{\prime} \mathbf{P W S r}+2 g \mathbf{V}^{\prime} \mathbf{P W Z s}+h \mathbf{V}^{\prime} \mathbf{P W} \mathbf{W}\right)  \tag{9}\\
& -\left(-b \mathbf{V}^{\prime} \mathbf{\Lambda}^{2} \mathbf{W} \mathbf{l}+b^{2} \mathbf{V}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W S r}+b^{2} \mathbf{V}^{\prime} \mathbf{\Lambda}^{2} \mathbf{W Z} \mathbf{s}+b d \mathbf{V}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W} \mathbf{1}\right) \\
& -\left(-g \mathbf{V}^{\prime} \mathbf{P}^{2} \mathbf{W} \mathbf{u}+g^{2} \mathbf{V}^{\prime} \mathbf{P}^{2} \mathbf{W S r}+g^{2} \mathbf{V}^{\prime} \mathbf{P}^{2} \mathbf{W} \mathbf{Z s}+g h \mathbf{V}^{\prime} \mathbf{P}^{2} \mathbf{W} \mathbf{1}\right) \\
& \frac{\partial \Delta_{L R}^{2}}{\partial \mathbf{r}}=0 \Leftrightarrow 3 \mathbf{S}^{\prime} \mathbf{W S r}-2 b \mathbf{S}^{\prime} \mathbf{\Lambda} \mathbf{W S r}+2 g \mathbf{S}^{\prime} \mathbf{P W S r}+b^{2} \mathbf{S}^{\prime} \mathbf{\Lambda}^{2} \mathbf{W S r}+g^{2} \mathbf{S}^{\prime} \mathbf{P}^{2} \mathbf{W S r} \\
& =3 \mathbf{S}^{\prime} \mathbf{W m}-3\left(\mathbf{S}^{\prime} \mathbf{W V a}+\mathbf{S}^{\prime} \mathbf{W Z} \mathbf{Z}\right)+\left(-b \mathbf{S}^{\prime} \mathbf{\Lambda} \mathbf{W} \mathbf{m}-\mathbf{S}^{\prime} \boldsymbol{\Lambda} \mathbf{W l}+2 b \mathbf{S}^{\prime} \mathbf{\Lambda} \mathbf{W V a}+2 b \mathbf{S}^{\prime} \boldsymbol{\mathbf { N }} \mathbf{W Z s}+d \mathbf{S}^{\prime} \boldsymbol{\Lambda} \mathbf{W} \mathbf{1}\right) \\
& -\left(-g \mathbf{S}^{\prime} \mathbf{P W m}-\mathbf{S}^{\prime} \mathbf{P W u}+2 g \mathbf{S}^{\prime} \mathbf{P W V a}+2 g \mathbf{S}^{\prime} \mathbf{P W Z s}+h \mathbf{S}^{\prime} \mathbf{P W} \mathbf{~}\right)  \tag{10}\\
& -\left(-b \mathbf{S}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W l}+b^{2} \mathbf{S}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W V a}+b^{2} \mathbf{S}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W} \mathbf{Z s}+b d \mathbf{S}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W} \mathbf{1}\right) \\
& -\left(-g \mathbf{S}^{\prime} \mathbf{P}^{2} \mathbf{W u}+g^{2} \mathbf{S}^{\prime} \mathbf{P}^{2} \mathbf{W} \mathbf{V a}+g^{2} \mathbf{S}^{\prime} \mathbf{P}^{2} \mathbf{W Z s}+g h \mathbf{S}^{\prime} \mathbf{P}^{2} \mathbf{W} \mathbf{1}\right) \\
& \frac{\partial \Delta_{L R}^{2}}{\partial \mathbf{s}}=0 \Leftrightarrow 3 \mathbf{Z}^{\prime} \mathbf{W} \mathbf{Z} \mathbf{s}-2 b \mathbf{Z}^{\prime} \mathbf{\Lambda} \mathbf{W Z \mathbf { Z }}+2 g \mathbf{Z}^{\prime} \mathbf{P} \mathbf{W Z s}+b^{2} \mathbf{Z}^{\prime} \mathbf{\Lambda}^{2} \mathbf{W Z \mathbf { Z }}+g^{2} \mathbf{Z}^{\prime} \mathbf{P}^{2} \mathbf{W Z \mathbf { Z }} \\
& =3 \mathbf{Z}^{\prime} \mathbf{W m}-3\left(\mathbf{Z}^{\prime} \mathbf{W} \mathbf{V a}+\mathbf{Z}^{\prime} \mathbf{W S r}\right)+\left(-b \mathbf{Z}^{\prime} \mathbf{\Lambda} \mathbf{W} \mathbf{m}-\mathbf{Z}^{\prime} \mathbf{\Lambda} \mathbf{W} \mathbf{l}+2 b \mathbf{Z}^{\prime} \boldsymbol{\Lambda} \mathbf{W} \mathbf{V a}+2 b \mathbf{Z}^{\prime} \boldsymbol{\Lambda} \mathbf{W S r}+d \mathbf{Z}^{\prime} \boldsymbol{\Lambda} \mathbf{W} \mathbf{1}\right) \\
& -\left(-g \mathbf{Z}^{\prime} \mathbf{P W} \mathbf{m}-\mathbf{Z}^{\prime} \mathbf{P W u}+2 g \mathbf{Z}^{\prime} \mathbf{P W V a}+2 g \mathbf{Z}^{\prime} \mathbf{P W S r}+h \mathbf{Z}^{\prime} \mathbf{P W} \mathbf{1}\right)  \tag{11}\\
& -\left(-b \mathbf{Z}^{\prime} \mathbf{\Lambda}^{2} \mathbf{W l}+b^{2} \mathbf{Z}^{\prime} \mathbf{\Lambda}^{2} \mathbf{W V a}+b^{2} \mathbf{Z}^{\prime} \mathbf{\Lambda}^{2} \mathbf{W} \mathbf{S r}+b d \mathbf{Z}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W} \mathbf{1}\right) \\
& -\left(-g \mathbf{Z}^{\prime} \mathbf{P}^{2} \mathbf{W} \mathbf{u}+g^{2} \mathbf{Z}^{\prime} \mathbf{P}^{2} \mathbf{W} \mathbf{V a}+g^{2} \mathbf{Z}^{\prime} \mathbf{P}^{2} \mathbf{W S r}+g h \mathbf{Z}^{\prime} \mathbf{P}^{2} \mathbf{W} \mathbf{1}\right)
\end{align*}
$$

An iterative solution of the above system can be based on the following set of equations, orderly derived from Equations (5)-(11).

$$
\begin{align*}
& b=\left(\mathbf{a}^{\prime} \mathbf{V}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W V a}+\mathbf{r}^{\prime} \mathbf{S}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W S r}+\mathbf{s}^{\prime} \mathbf{Z}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W Z s}+2 \mathbf{a}^{\prime} \mathbf{V}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W S r}+2 \mathbf{a}^{\prime} \mathbf{V}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W Z s}+2 \mathbf{r}^{\prime} \mathbf{S}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W Z s}\right)^{-1} \\
& \cdot\left[(\mathbf{V a}+\mathbf{S r}+\mathbf{Z s})^{\prime} \mathbf{\Lambda} \mathbf{W}(-\mathbf{m}+(\mathbf{V a}+\mathbf{S r}+\mathbf{Z s})+\mathbf{\Lambda l}-d \mathbf{\Lambda} \mathbf{1})\right]  \tag{12}\\
& g=\left(\mathbf{a}^{\prime} \mathbf{V}^{\prime} \mathbf{P}^{2} \mathbf{W V a}+\mathbf{r}^{\prime} \mathbf{S}^{\prime} \mathbf{P}^{2} \mathbf{W S r}+\mathbf{s}^{\prime} \mathbf{Z}^{\prime} \mathbf{P}^{2} \mathbf{W Z s}+2 \mathbf{a}^{\prime} \mathbf{V}^{\prime} \mathbf{P}^{2} \mathbf{W S r}+2 \mathbf{a}^{\prime} \mathbf{V}^{\prime} \mathbf{P}^{2} \mathbf{W Z s}+2 \mathbf{r}^{\prime} \mathbf{S}^{\prime} \mathbf{P}^{2} \mathbf{W Z s}\right)^{-1} \\
& \cdot\left[(\mathbf{V a}+\mathbf{S r}+\mathbf{Z s})^{\prime} \mathbf{P W}(\mathbf{m}-(\mathbf{V a}+\mathbf{S r}+\mathbf{Z s})+\mathbf{P u}-h \mathbf{P} \mathbf{1})\right]  \tag{13}\\
& d=\left[\operatorname{tr}\left(\boldsymbol{\Lambda}^{2} \mathbf{W}\right)\right]^{-1}\left[\mathbf{1}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W} \mathbf{l}-b \mathbf{1}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W}(\mathbf{V a}+\mathbf{S r}+\mathbf{Z s})-\mathbf{1}^{\prime} \mathbf{\Lambda} \mathbf{W m}+\mathbf{1}^{\prime} \boldsymbol{\Lambda} \mathbf{W}(\mathbf{V a}+\mathbf{S r}+\mathbf{Z s})\right]  \tag{14}\\
& h=\left[\operatorname{tr}\left(\mathbf{P}^{2} \mathbf{W}\right)\right]^{-1}\left[\mathbf{1}^{\prime} \mathbf{P}^{2} \mathbf{W u}-g \mathbf{1}^{\prime} \mathbf{P}^{2} \mathbf{W}(\mathbf{V a}+\mathbf{S r}+\mathbf{Z s})+\mathbf{1}^{\prime} \mathbf{P W m}-\mathbf{1}^{\prime} \mathbf{P} \mathbf{W}(\mathbf{V a}+\mathbf{S r}+\mathbf{Z s})\right]  \tag{15}\\
& \mathbf{a}=\left(3 \mathbf{V}^{\prime} \mathbf{W} \mathbf{V}-2 b \mathbf{V}^{\prime} \mathbf{\Lambda} \mathbf{W} \mathbf{V}+2 g \mathbf{V}^{\prime} \mathbf{P} \mathbf{W} \mathbf{V}+b^{2} \mathbf{V}^{\prime} \mathbf{\Lambda}^{2} \mathbf{W} \mathbf{V}+g^{2} \mathbf{V}^{\prime} \mathbf{P}^{2} \mathbf{W} \mathbf{V}\right)^{-1} \mathbf{V}^{\prime} \mathbf{W}[3(\mathbf{m}-\mathbf{S r}-\mathbf{Z s}) \\
& -\boldsymbol{\Lambda}(b \mathbf{m}+\mathbf{l}-2 b \mathbf{S r}-2 b \mathbf{Z} \mathbf{s}-d \mathbf{1})+\boldsymbol{\Lambda}^{2}\left(b \mathbf{l}-b^{2} \mathbf{S r}-b^{2} \mathbf{Z s}-b d \mathbf{1}\right)  \tag{16}\\
& \left.+\mathbf{P}(g \mathbf{m}+\mathbf{u}-2 g \mathbf{S r}-2 g \mathbf{Z s}-h \mathbf{1})+\mathbf{P}^{2}\left(g \mathbf{u}-g^{2} \mathbf{S r}-g^{2} \mathbf{Z s}-g h \mathbf{1}\right)\right] \\
& \mathbf{r}=\left(3 \mathbf{S}^{\prime} \mathbf{W} \mathbf{S}-2 b \mathbf{S}^{\prime} \mathbf{\Lambda} \mathbf{W} \mathbf{S}+2 g \mathbf{S}^{\prime} \mathbf{P} \mathbf{W S}+b^{2} \mathbf{S}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W} \mathbf{S}+g^{2} \mathbf{S}^{\prime} \mathbf{P}^{2} \mathbf{W} \mathbf{S}\right)^{-1} \mathbf{S} \mathbf{} \mathbf{W}[3(\mathbf{m}-\mathbf{V a}-\mathbf{Z s}) \\
& -\boldsymbol{\Lambda}(b \mathbf{m}+\mathbf{l}-2 b \mathbf{V a}-2 b \mathbf{Z} \mathbf{s}-d \mathbf{1})+\boldsymbol{\Lambda}^{2}\left(b \mathbf{l}-b^{2} \mathbf{V a}-b^{2} \mathbf{Z} \mathbf{s}-b d \mathbf{1}\right)  \tag{17}\\
& \left.+\mathbf{P}(g \mathbf{m}+\mathbf{u}-2 g \mathbf{V a}-2 g \mathbf{Z s}-h \mathbf{1})+\mathbf{P}^{2}\left(g \mathbf{u}-g^{2} \mathbf{V a}-g^{2} \mathbf{Z s}-g h \mathbf{1}\right)\right] \\
& \mathbf{s}=\left(3 \mathbf{Z}^{\prime} \mathbf{W} \mathbf{Z}-2 b \mathbf{Z}^{\prime} \mathbf{\Lambda} \mathbf{W} \mathbf{Z}+2 g \mathbf{Z}^{\prime} \mathbf{P} \mathbf{W Z}+b^{2} \mathbf{Z}^{\prime} \mathbf{\Lambda}^{2} \mathbf{W Z}+g^{2} \mathbf{Z}^{\prime} \mathbf{P}^{2} \mathbf{W} \mathbf{Z}\right)^{-1} \mathbf{Z}^{\prime} \mathbf{W}[3(\mathbf{m}-\mathbf{V a}-\mathbf{S r}) \\
& -\boldsymbol{\Lambda}(b \mathbf{m}+\mathbf{l}-2 b \mathbf{V a}-2 b \mathbf{S r}-d \mathbf{1})+\boldsymbol{\Lambda}^{2}\left(b \mathbf{l}-b^{2} \mathbf{V a}-b^{2} \mathbf{S r}-b d \mathbf{1}\right)  \tag{18}\\
& \left.+\mathrm{P}(g \mathbf{m}+\mathbf{u}-2 g \mathbf{V a}-2 g \mathbf{S r}-h \mathbf{1})+\mathrm{P}^{2}\left(g \mathbf{u}-g^{2} \mathbf{V a}-g^{2} \mathbf{S r}-g h \mathbf{1}\right)\right]
\end{align*}
$$

### 3.3. Properties of the WLS Solution of the Proposed Model

In this section we will prove some propositions showing useful properties of the WLS solution illustrated in Section 3.2.

$$
\begin{equation*}
\text { Proposition } 131^{\prime} \mathbf{W}\left(\mathbf{m}-\mathbf{m}^{*}\right)-\mathbf{1}^{\prime} \mathbf{\Lambda W}\left(\mathbf{l}-\mathbf{l}^{*}\right)+\mathbf{1}^{\prime} \mathbf{P W}\left(\mathbf{u}-\mathbf{u}^{*}\right)=0 \tag{19}
\end{equation*}
$$

Proof By (7), (8) and (9), we have

$$
\begin{gather*}
\mathbf{1}^{\prime} \mathbf{\Lambda} \mathbf{W}\left(\mathbf{m}-\mathbf{m}^{*}\right)-\mathbf{1}^{\prime} \mathbf{\Lambda}^{2} \mathbf{W}\left(\mathbf{l}-\mathbf{l}^{*}\right)=0  \tag{20}\\
\mathbf{1}^{\prime} \mathbf{P} \mathbf{W}\left(\mathbf{m}-\mathbf{m}^{*}\right)+\mathbf{1}^{\prime} \mathbf{P}^{2} \mathbf{W}\left(\mathbf{u}-\mathbf{u}^{*}\right)=0  \tag{21}\\
3 \mathbf{V}^{\prime} \mathbf{W}\left(\mathbf{m}-\mathbf{m}^{*}\right)-b \mathbf{V}^{\prime} \mathbf{\Lambda} \mathbf{W}\left(\mathbf{m}-\mathbf{m}^{*}\right)+b \mathbf{V}^{\prime} \mathbf{\Lambda}^{2} \mathbf{W}\left(\mathbf{l}-\mathbf{l}^{*}\right)+g \mathbf{V}^{\prime} \mathbf{P} \mathbf{W}\left(\mathbf{m}-\mathbf{m}^{*}\right) \\
+g \mathbf{V}^{\prime} \mathbf{P}^{2} \mathbf{W}\left(\mathbf{u}-\mathbf{u}^{*}\right)-\mathbf{V}^{\prime} \mathbf{\Lambda} \mathbf{W}\left(\mathbf{l}-\mathbf{l}^{*}\right)+\mathbf{V}^{\prime} \mathbf{P} \mathbf{W}\left(\mathbf{u}-\mathbf{u}^{*}\right)=0 \tag{22}
\end{gather*}
$$

Due to $\mathbf{V}=\left(\mathbf{1}, \mathbf{V}_{1}\right)$, we have $\mathbf{V}^{\prime}=\binom{\mathbf{1}^{\prime}}{\mathbf{V}_{1}^{\prime}}$, let us rewrite (22) as

$$
\begin{aligned}
& \binom{\mathbf{1}^{\prime}}{\mathbf{V}_{1}^{\prime}}\left\{3 \mathbf{W}\left(\mathbf{m}-\mathbf{m}^{*}\right)-b\left[\mathbf{\Lambda} \mathbf{W}\left(\mathbf{m}-\mathbf{m}^{*}\right)-\mathbf{\Lambda}^{2} \mathbf{W}\left(\mathbf{l}-\mathbf{l}^{*}\right)\right]\right. \\
& \left.+g\left[\mathbf{P W}\left(\mathbf{m}-\mathbf{m}^{*}\right)+\mathbf{P}^{2} \mathbf{W}\left(\mathbf{u}-\mathbf{u}^{*}\right)\right]-\mathbf{\Lambda} \mathbf{W}\left(\mathbf{l}-\mathbf{l}^{*}\right)+\mathbf{P W}\left(\mathbf{u}-\mathbf{u}^{*}\right)\right\}=0
\end{aligned}
$$

$$
\begin{align*}
& 3 \mathbf{1}^{\prime} \mathbf{W}\left(\mathbf{m}-\mathbf{m}^{*}\right)-\mathbf{1}^{\prime} \mathbf{\Lambda} \mathbf{W}\left(\mathbf{l}-\mathbf{l}^{*}\right)+\mathbf{1}^{\prime} \mathbf{P} \mathbf{W}\left(\mathbf{u}-\mathbf{u}^{*}\right)-b\left[\mathbf{1}^{\prime} \mathbf{\Lambda} \mathbf{W}\left(\mathbf{m}-\mathbf{m}^{*}\right)-\mathbf{1}^{\prime} \mathbf{\Lambda}^{2} \mathbf{W}\left(\mathbf{l}-\mathbf{l}^{*}\right)\right] \\
& +g\left[\mathbf{1}^{\prime} \mathbf{P} \mathbf{W}\left(\mathbf{m}-\mathbf{m}^{*}\right)+\mathbf{1}^{\prime} \mathbf{P}^{2} \mathbf{W}\left(\mathbf{u}-\mathbf{u}^{*}\right)\right]=0 \tag{23}
\end{align*}
$$

Finally, by (20) and (21) into (23), we obtain

$$
\begin{equation*}
3 \mathbf{1}^{\prime} \mathbf{W}\left(\mathbf{m}-\mathbf{m}^{*}\right)-\mathbf{1}^{\prime} \mathbf{\Lambda} \mathbf{W}\left(\mathbf{l}-\mathbf{l}^{*}\right)+\mathbf{1}^{\prime} \mathbf{P} \mathbf{W}\left(\mathbf{u}-\mathbf{u}^{*}\right)=0 \tag{24}
\end{equation*}
$$

Proposition $2 \mathbf{m}^{* \prime}\left[3 \mathbf{W}\left(\mathbf{m}-\mathbf{m}^{*}\right)-\mathbf{\Lambda} \mathbf{W}\left(\mathbf{l}-\mathbf{l}^{*}\right)+\mathbf{P} \mathbf{W}\left(\mathbf{u}-\mathbf{u}^{*}\right)\right]=0$
Proof Set $\mathbf{F}=(\mathbf{V}, \mathbf{S}, \mathbf{Z}), \boldsymbol{\alpha}=\left(\begin{array}{l}\mathbf{a} \\ \mathbf{r} \\ \mathbf{s}\end{array}\right)$
Merge (9), (10) and (11), we obtain that

$$
\begin{align*}
& \mathbf{F}^{\prime}\left\{3 \mathbf{W}\left(\mathbf{m}-\mathbf{m}^{*}\right)-\boldsymbol{\Lambda} \mathbf{W}\left[b\left(\mathbf{m}-\mathbf{m}^{*}\right)+\left(\mathbf{l}-\mathbf{l}^{*}\right)\right]+b \boldsymbol{\Lambda}^{2} \mathbf{W}\left(\mathbf{l}-\mathbf{l}^{*}\right)\right.  \tag{25}\\
& \left.+\mathbf{P W}\left[d\left(\mathbf{m}-\mathbf{m}^{*}\right)+\left(\mathbf{u}-\mathbf{u}^{*}\right)\right]+d \mathbf{P}^{2} \mathbf{W}\left(\mathbf{u}-\mathbf{u}^{*}\right)\right\}=0
\end{align*}
$$

Then, we have

$$
\begin{align*}
& \boldsymbol{\alpha}^{\prime} \mathbf{F}^{\prime}\left\{3 \mathbf{W}\left(\mathbf{m}-\mathbf{m}^{*}\right)-\mathbf{\Lambda} \mathbf{W}\left[b\left(\mathbf{m}-\mathbf{m}^{*}\right)+\left(\mathbf{l}-\mathbf{l}^{*}\right)\right]+b \mathbf{\Lambda}^{2} \mathbf{W}\left(\mathbf{l}-\mathbf{l}^{*}\right)\right. \\
& \left.+\mathbf{P} \mathbf{W}\left[d\left(\mathbf{m}-\mathbf{m}^{*}\right)+\left(\mathbf{u}-\mathbf{u}^{*}\right)\right]+d \mathbf{P}^{2} \mathbf{W}\left(\mathbf{u}-\mathbf{u}^{*}\right)\right\}=0 \\
& \Leftrightarrow \mathbf{m}^{* \prime}\left\{3 \mathbf{W}\left(\mathbf{m}-\mathbf{m}^{*}\right)-\mathbf{\Lambda} \mathbf{W}\left[b\left(\mathbf{m}-\mathbf{m}^{*}\right)+\left(\mathbf{l}-\mathbf{l}^{*}\right)\right]+b \mathbf{\Lambda}^{2} \mathbf{W}\left(\mathbf{l}-\mathbf{l}^{*}\right)\right. \\
& \left.\quad+\mathbf{P W}\left[d\left(\mathbf{m}-\mathbf{m}^{*}\right)+\left(\mathbf{u}-\mathbf{u}^{*}\right)\right]+d \mathbf{P}^{2} \mathbf{W}\left(\mathbf{u}-\mathbf{u}^{*}\right)\right\}=0  \tag{26}\\
& \Leftrightarrow \mathbf{m}^{* \prime}\left[3 \mathbf{W}\left(\mathbf{m}-\mathbf{m}^{*}\right)-\mathbf{\Lambda} \mathbf{W}\left(\mathbf{l}-\mathbf{l}^{*}\right)+\mathbf{P W}\left(\mathbf{u}-\mathbf{u}^{*}\right)\right]-b \mathbf{m}^{* \prime} \mathbf{\Lambda} \mathbf{W}\left[\left(\mathbf{m}-\mathbf{m}^{*}\right)-\boldsymbol{\Lambda}\left(\mathbf{l}-\mathbf{l}^{*}\right)\right] \\
& \quad+d \mathbf{m}^{* \prime} \mathbf{P W}\left[\left(\mathbf{m}-\mathbf{m}^{*}\right)+\mathbf{P}\left(\mathbf{u}-\mathbf{u}^{*}\right)\right]=0
\end{align*}
$$

By considering (5) and (6), we obtain

$$
\begin{gather*}
\mathbf{m}^{* \prime} \boldsymbol{\Lambda} \mathbf{W}\left[\left(\mathbf{m}-\mathbf{m}^{*}\right)-\boldsymbol{\Lambda}\left(\mathbf{l}-\mathbf{l}^{*}\right)\right]=0 \Leftrightarrow b \mathbf{m}^{* \prime} \boldsymbol{\Lambda} \mathbf{W}\left[\left(\mathbf{m}-\mathbf{m}^{*}\right)-\boldsymbol{\Lambda}\left(\mathbf{l}-\mathbf{l}^{*}\right)\right]=0  \tag{27}\\
\mathbf{m}^{* \prime} \mathbf{P W}\left[\left(\mathbf{m}-\mathbf{m}^{*}\right)+\mathbf{P}\left(\mathbf{u}-\mathbf{u}^{*}\right)\right]=0 \Leftrightarrow d \mathbf{m}^{* \prime} \mathbf{P W}\left[\left(\mathbf{m}-\mathbf{m}^{*}\right)+\mathbf{P}\left(\mathbf{u}-\mathbf{u}^{*}\right)\right]=0 \tag{28}
\end{gather*}
$$

Finally, by substituting (27) and (28) into (26), we obtain

$$
\mathbf{m}^{* 1}\left[3 \mathbf{W}\left(\mathbf{m}-\mathbf{m}^{*}\right)-\mathbf{\Lambda} \mathbf{W}\left(\mathbf{l}-\mathbf{l}^{*}\right)+\mathbf{P} \mathbf{W}\left(\mathbf{u}-\mathbf{u}^{*}\right)\right]=0
$$

### 3.4. Special Case of the Model

In the symmetric case $(\mathrm{L}=\mathrm{R}, \mathbf{l}=\mathbf{u}, \mathbf{V}=\mathbf{Z})$, where the LL-type fuzzy input variables are indentified by the two parameters $\mathrm{S}_{\mathrm{j}}$ and $\mathrm{V}_{\mathrm{j}}, \mathrm{X}_{\mathrm{j}} \equiv\left(\mathrm{S}_{\mathrm{j}}, \mathrm{V}_{\mathrm{j}}\right)_{L}$ and similarly, LL-type fuzzy output variable is identified by the two parameters $m$ and $l, \quad \mathrm{Y} \equiv(m, l)_{L}$, (1) and (2) become

$$
\begin{gather*}
\mathbf{m}=\mathbf{m}^{*}+\boldsymbol{\varepsilon}, \\
\mathbf{m}-\mathbf{l}=\left(\mathbf{m}^{*}-\mathbf{l}^{*}\right)+\boldsymbol{\varepsilon}_{\mathrm{L}}  \tag{29}\\
\mathbf{m}^{*}=\mathbf{V a}+\mathbf{S r} \\
\mathbf{l}^{*}=b \mathbf{m}^{*}+d \mathbf{1} \tag{30}
\end{gather*}
$$

The distance (3) turns into

$$
\begin{equation*}
\Delta_{L L}^{2}=\left\|\mathbf{m}-\mathbf{m}^{*}\right\|_{\mathbf{W}}^{2}+\left\|(\mathbf{m}-\boldsymbol{\Lambda} \mathbf{l})-\left(\mathbf{m}^{*}-\boldsymbol{\Lambda} \mathbf{l}^{*}\right)\right\|_{\mathbf{W}}^{2}+\left\|(\mathbf{m}+\boldsymbol{\Lambda} \mathbf{l})-\left(\mathbf{m}^{*}+\boldsymbol{\Lambda} \mathbf{l}^{*}\right)\right\|_{\mathbf{W}}^{2} \tag{31}
\end{equation*}
$$

Therefore we iterate the procedure described in section 3.2.We derive the following symmetric iterative weighted least squares solutions.

$$
\begin{align*}
& \frac{\partial \Delta_{L L}^{2}}{\partial b}=0 \Leftrightarrow-\mathbf{a}^{\prime} \mathbf{V}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W} \mathbf{l}-\mathbf{r}^{\prime} \mathbf{S}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W} \mathbf{l}+b \mathbf{a}^{\prime} \mathbf{V}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W} \mathbf{V a}+b \mathbf{r}^{\prime} \mathbf{S}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W S r}  \tag{32}\\
& +2 b \mathbf{r}^{\prime} \mathbf{S}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W V a}+d \mathbf{1}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W V a}+d \mathbf{1}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W S r}=0 \\
& \frac{\partial \Delta_{L L}^{2}}{\partial d}=0 \Leftrightarrow-\mathbf{1}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W} \mathbf{l}+b \mathbf{1}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W V a}+b \mathbf{1}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W} \mathbf{S r}+d \mathbf{1}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W} \mathbf{1}=0  \tag{33}\\
& \frac{\partial \Delta_{L L}^{2}}{\partial \mathbf{a}}=0 \Leftrightarrow 3\left(-\mathbf{V}^{\prime} \mathbf{W} \mathbf{m}+\mathbf{V}^{\prime} \mathbf{W V a}+\mathbf{V}^{\prime} \mathbf{W S r}\right)+2\left(-b \mathbf{V}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W} \mathbf{l}+b^{2} \mathbf{V}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W} \mathbf{V a}+b^{2} \mathbf{V}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W} \mathbf{S r}+b d \mathbf{V}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W} \mathbf{1}\right)=0  \tag{34}\\
& \frac{\partial \Delta_{L L}^{2}}{\partial \mathbf{r}}=0 \Leftrightarrow 3\left(-\mathbf{S}^{\prime} \mathbf{W m}+\mathbf{S}^{\prime} \mathbf{W} \mathbf{V a}+\mathbf{S}^{\prime} \mathbf{W S r}\right)+2\left(-b \mathbf{S}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W} \mathbf{l}+b^{2} \mathbf{S}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W} \mathbf{V a}+b^{2} \mathbf{S}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W S r}+b d \mathbf{S}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W} \mathbf{1}\right)=0(  \tag{35}\\
& b=\left(\mathbf{r}^{\prime} \mathbf{S}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W S r}+2 \mathbf{a}^{\prime} \mathbf{V}^{\prime} \boldsymbol{\Lambda}^{2} \mathbf{W S r}+\mathbf{a}^{\prime} \mathbf{V}^{\prime} \mathbf{\Lambda}^{2} \mathbf{W} \mathbf{V a}\right)^{-1}\left(\mathbf{a}^{\prime} \mathbf{V}^{\prime}+\mathbf{r}^{\prime} \mathbf{S}^{\prime}\right) \boldsymbol{\Lambda}^{2} \mathbf{W}(\mathbf{l}-d \mathbf{1})  \tag{36}\\
& d=\left[\operatorname{tr}\left(\boldsymbol{\Lambda}^{2} \mathbf{W}\right)\right]^{-1} \mathbf{1}^{\prime} \mathbf{\Lambda}^{2} \mathbf{W}[\mathbf{l}-b(\mathbf{V a}+\mathbf{S r})]  \tag{37}\\
& \mathbf{a}=\left(3 \mathbf{V}^{\prime} \mathbf{W} \mathbf{V}+2 b^{2} \mathbf{V}^{\prime} \mathbf{\Lambda}^{2} \mathbf{W} \mathbf{V}\right)^{-1} \mathbf{V}^{\prime} \mathbf{W}\left[3(\mathbf{m}-\mathbf{S r})+\boldsymbol{\Lambda}^{2}\left(2 b \mathbf{l}-b^{2} \mathbf{S r}-b d \mathbf{1}\right)\right]  \tag{38}\\
& \mathbf{r}=\left(3 \mathbf{S}^{\prime} \mathbf{W} \mathbf{S}+2 b^{2} \mathbf{S}^{\prime} \mathbf{\Lambda}^{2} \mathbf{W} \mathbf{S}\right)^{-1} \mathbf{S}^{\prime} \mathbf{W}\left[3(\mathbf{m}-\mathbf{V a})+\boldsymbol{\Lambda}^{2}\left(2 b \mathbf{l}-b^{2} \mathbf{V a}-b d \mathbf{1}\right)\right] \tag{39}
\end{align*}
$$

## 4. Goodness of Fit

In this section, in order to measure the goodness of fit for a multiple regression model with LR-type fuzzy output variable and fuzzy input variables, we define the coefficient of determination and its adjusted version.

Definition 1 For the LR-type fuzzy output variable $\mathrm{Y}=(m, l, u)_{L R}$, we define:
The total weighted deviation of fuzzy output variable, given by the weighted total sum of squares:

$$
\begin{equation*}
S S T_{\mathrm{w}}=\|\mathbf{m}-\mathbf{1} \bar{m}\|_{\mathbf{w}}^{2}+\|(\mathbf{m}-\mathbf{\Lambda l})-(\mathbf{1} \bar{m}-\mathbf{\Lambda} \mathbf{1} \bar{l})\|_{\mathrm{w}}^{2}+\|(\mathbf{m}+\mathbf{P u})-(\mathbf{1} \bar{m}+\mathbf{P} \mathbf{1} \bar{u})\|_{\mathrm{w}}^{2} \tag{40}
\end{equation*}
$$

where $\bar{m}, \bar{l}$ and $\bar{u}$ are the weight mean values of $\mathbf{m}, \mathbf{l}$ and $\mathbf{u}$, respectively,

$$
\bar{m}=\mathbf{1}^{\prime} \mathbf{W m}\left(\mathbf{1}^{\prime} \mathbf{W} \mathbf{1}\right)^{-1}, \bar{l}=\mathbf{1}^{\prime} \mathbf{W l}\left(\mathbf{1}^{\prime} \mathbf{W} \mathbf{1}\right)^{-1}, \bar{u}=\mathbf{1}^{\prime} \mathbf{W u}\left(\mathbf{1}^{\prime} \mathbf{W} \mathbf{1}\right)^{-1}
$$

The weighted deviation "explained" from the model, given by the weighted regression sum of squares:

$$
\begin{equation*}
S S R_{\mathrm{w}}=\left\|\left(\mathbf{m}^{*}-\mathbf{1} \bar{m}\right)\right\|_{\mathrm{w}}^{2}+\left\|\left(\mathbf{m}^{*}-\boldsymbol{\Lambda} \mathbf{l}^{*}\right)-(\mathbf{1} \bar{m}-\boldsymbol{\Lambda} \mathbf{1} \bar{l})\right\|_{\mathrm{w}}^{2}+\left\|\left(\mathbf{m}^{*}+\mathbf{P} \mathbf{u}^{*}\right)-(\mathbf{1} \bar{m}+\mathbf{P} \mathbf{1} \bar{u})\right\|_{\mathbf{w}}^{2} \tag{41}
\end{equation*}
$$

The residuals weighted deviation, i.e. the deviation not explained from the model, given by the weighted sum of squares of errors:

$$
\begin{equation*}
S S E_{\mathbf{W}}=\left\|\left(\mathbf{m}-\mathbf{m}^{*}\right)\right\|_{\mathbf{W}}^{2}+\left\|(\mathbf{m}-\boldsymbol{\Lambda l})-\left(\mathbf{m}^{*}-\boldsymbol{\Lambda} \mathbf{l}^{*}\right)\right\|_{\mathbf{w}}^{2}+\left\|(\mathbf{m}+\mathbf{P u})-\left(\mathbf{m}^{*}+\mathbf{P} \mathbf{u}^{*}\right)\right\|_{\mathbf{w}}^{2} \tag{42}
\end{equation*}
$$

Propositions 3 The total weighted deviations of $\mathrm{Y}=(m, l, u)_{L R}, S S T_{\mathrm{w}}$ is equal to the weighted regression sum of squares, $S S R_{\mathrm{w}}$, and the weighted sum of squares of residuals, $S S E_{\mathrm{w}}$ :

$$
\begin{equation*}
S S T_{\mathrm{w}}=S S R_{\mathrm{w}}+S S E_{\mathrm{w}} \tag{43}
\end{equation*}
$$

Proof The expression concerning $S S T_{\mathrm{w}}$ can be developed as follows by adding and subtracting $\mathbf{m}^{*},\left(\mathbf{m}^{*}-\boldsymbol{\Lambda} \mathbf{l}^{*}\right)$ and $\left(\mathbf{m}^{*}+\mathbf{P} \mathbf{u}^{*}\right)$ to its three squared norms, respectively:

$$
\begin{aligned}
S S T_{\mathrm{w}}= & S S R_{\mathbf{W}}+S S E_{\mathbf{w}}+2\left(\mathbf{m}-\mathbf{m}^{*}\right)^{\prime} \mathbf{W}\left(\mathbf{m}^{*}-\mathbf{1} \bar{m}\right) \\
& +2\left[(\mathbf{m}-\mathbf{\Lambda l})-\left(\mathbf{m}^{*}-\mathbf{\Lambda} \mathbf{l}^{*}\right)\right]^{\prime} \mathbf{W}\left[\left(\mathbf{m}^{*}-\mathbf{\Lambda} \mathbf{l}^{*}\right)-(\mathbf{1} \bar{m}-\mathbf{\Lambda 1} \bar{l})\right] \\
& +2\left[(\mathbf{m}+\mathbf{P u})-\left(\mathbf{m}^{*}+\mathbf{P} \mathbf{u}^{*}\right)\right]^{\prime} \mathbf{W}\left[\left(\mathbf{m}^{*}+\mathbf{P} \mathbf{u}^{*}\right)-(\mathbf{1} \bar{m}+\mathbf{P} \bar{u} \bar{u})\right]
\end{aligned}
$$

To prove the decomposition (43), we have to verify that the following term is null:

$$
\begin{align*}
& \left(\mathbf{m}-\mathbf{m}^{*}\right)^{\prime} \mathbf{W}\left(\mathbf{m}^{*}-\mathbf{1} \bar{m}\right)+\left[(\mathbf{m}-\boldsymbol{\Lambda l})-\left(\mathbf{m}^{*}-\boldsymbol{\Lambda} \mathbf{l}^{*}\right)\right]^{\prime} \mathbf{W}\left[\left(\mathbf{m}^{*}-\boldsymbol{\Lambda} \mathbf{l}^{*}\right)-(\mathbf{1} \bar{m}-\boldsymbol{\Lambda} \mathbf{1} \bar{l})\right] \\
& +\left[(\mathbf{m}+\mathbf{P u})-\left(\mathbf{m}^{*}+\mathbf{P} \mathbf{u}^{*}\right)\right]^{\prime} \mathbf{W}\left[\left(\mathbf{m}^{*}+\mathbf{P} \mathbf{u}^{*}\right)-(\mathbf{1} \bar{m}+\mathbf{P} 1 \bar{u})\right] \tag{44}
\end{align*}
$$

After a little algebra, we can write (44) as

$$
\begin{align*}
& {\left[3\left(\mathbf{m}-\mathbf{m}^{*}\right)^{\prime} \mathbf{W} \mathbf{m}^{*}-\left(\mathbf{l}-\mathbf{l}^{*}\right)^{\prime} \mathbf{\Lambda} \mathbf{W} \mathbf{m}^{*}+\left(\mathbf{u}-\mathbf{u}^{*}\right) \mathbf{P W} \mathbf{m}^{*}\right]} \\
& -\left[3\left(\mathbf{m}-\mathbf{m}^{*}\right)^{\prime} \mathbf{W} \mathbf{1}-\left(\mathbf{l}-\mathbf{l}^{*}\right)^{\prime} \mathbf{\Lambda} \mathbf{W} \mathbf{1}+\left(\mathbf{u}-\mathbf{u}^{*}\right)^{\prime} \mathbf{P W} \mathbf{1}\right] \bar{m} \\
& +\left[\left(\mathbf{m}-\mathbf{m}^{*}\right)^{\prime} \mathbf{\Lambda} \mathbf{W} \mathbf{1}-\left(\mathbf{l}-\mathbf{l}^{*}\right)^{\prime} \mathbf{\Lambda}^{2} \mathbf{W} \mathbf{1}\right] \bar{l}-\left[\left(\mathbf{m}-\mathbf{m}^{*}\right)^{\prime} \mathbf{P W} \mathbf{1}+\left(\mathbf{u}-\mathbf{u}^{*}\right)^{\prime} \mathbf{P}^{2} \mathbf{W} \mathbf{1}\right] \bar{u}  \tag{45}\\
& -b\left[\left(\mathbf{m}-\mathbf{m}^{*}\right)^{\prime} \mathbf{\Lambda} \mathbf{W} \mathbf{m}^{*}-\left(\mathbf{l}-\mathbf{l}^{*}\right)^{\prime} \mathbf{\Lambda}^{2} \mathbf{W} \mathbf{m}^{*}\right]-d\left[\left(\mathbf{m}-\mathbf{m}^{*}\right)^{\prime} \mathbf{\Lambda} \mathbf{W} \mathbf{1}-\left(\mathbf{l}-\mathbf{l}^{*}\right)^{\prime} \mathbf{\Lambda}^{2} \mathbf{W} \mathbf{1}\right] \\
& +g\left[\left(\mathbf{m}-\mathbf{m}^{*}\right)^{\prime} \mathbf{P} \mathbf{W} \mathbf{m}^{*}+\left(\mathbf{u}-\mathbf{u}^{*}\right)^{\prime} \mathbf{P}^{2} \mathbf{W} \mathbf{m}^{*}\right]+h\left[\left(\mathbf{m}-\mathbf{m}^{*}\right)^{\prime} \mathbf{P W} \mathbf{1}+\left(\mathbf{u}-\mathbf{u}^{*}\right)^{\prime} \mathbf{P}^{2} \mathbf{W} \mathbf{1}\right]
\end{align*}
$$

which is null, taking into account the finding of proposition 1 , proposition $2,(20)$ and (21).
Definitions 2 The goodness of fit index for the model (2) estimated by WLS is defined as follows:

$$
\begin{equation*}
\mathrm{R}^{2}=1-\frac{S S E_{\mathbf{W}}}{S S T_{\mathrm{w}}}=1-\frac{\left\|\left(\mathbf{m}-\mathbf{m}^{*}\right)\right\|_{\mathbf{W}}^{2}+\left\|(\mathbf{m}-\mathbf{\Lambda} \mathbf{l})-\left(\mathbf{m}^{*}-\mathbf{\Lambda} \mathbf{l}^{*}\right)\right\|_{\mathbf{W}}^{2}+\left\|(\mathbf{m}+\mathbf{P u})-\left(\mathbf{m}^{*}+\mathbf{P} \mathbf{u}^{*}\right)\right\|_{\mathbf{W}}^{2}}{\left\|\left(\mathbf{m}^{*}-\mathbf{1} \bar{m}\right)\right\|_{\mathbf{W}}^{2}+\left\|\left(\mathbf{m}^{*}-\mathbf{\Lambda} \mathbf{l}^{*}\right)-(\mathbf{1} \bar{m}-\mathbf{\Lambda} \bar{l} \bar{l})\right\|_{\mathbf{w}}^{2}+\left\|\left(\mathbf{m}^{*}+\mathbf{P} \mathbf{u}^{*}\right)-(\mathbf{1} \bar{m}+\mathbf{P} \mathbf{1} \bar{u})\right\|_{\mathrm{W}}^{2}} \tag{46}
\end{equation*}
$$

Given the relationship between $S S T_{\mathrm{w}}, S S R_{\mathrm{w}}$ and $S S E_{\mathrm{w}}$, we also have that:

$$
\mathrm{R}^{2}=\frac{S S R_{\mathrm{w}}}{S S T_{\mathrm{w}}}
$$

From proposition 3 follows that $R^{2} \in[0,1]$. When $R^{2}=0$, the model does not explain any of the variability of LR-type fuzzy response variable. Conversely, we have $R^{2}=1$ when the model interpolates perfectly all the observations. Therefore, an estimated model is satisfactory, in the sense of the fit to the observed data, when $\mathrm{R}^{2} \approx 1$.

Definition 3 The adjusted coefficient of determination is defined as follows:

$$
\begin{equation*}
\overline{\mathrm{R}}^{2}=1-\left(1-\mathrm{R}^{2}\right) \frac{n-1}{n-3 p-7} \tag{47}
\end{equation*}
$$

The adjusted $\mathrm{R}^{2}$ contains a correction factor based on the number of regression coefficients. The adjusted $R^{2}$ can be negative, and its value is always less than or equal to $R^{2}$.

## 5. Steps of the LMS-WLS Estimation Procedure

In this section, we illustrate the steps of the suggested robust estimation procedure based on the Least Median

Squares-Weighted Least Squares (LMS-WLS) [24], LMS is used to give the initial solution of WLS to ensure robustness of the model:

1. Given $n$ observations on one LR-type fuzzy dependent variable and fuzzy independent variables, we randomly select a sub-sample of $(3 p+7)$ observations.
2. Regression parameters $\mathbf{a}_{1}, \mathbf{r}_{1}, \mathbf{s}_{1}, b_{1}, d_{1}, g_{1}$ and $h_{1}$ are estimated based on the selected sub-sample, by means of (12)-(18) when setting $\mathbf{W}=\mathbf{E}$.
3. At the first step, the estimators $\mathbf{a}_{1}^{*}, \mathbf{r}_{1}^{*}, \mathbf{s}_{1}^{*}, b_{1}^{*}, d_{1}^{*}, g_{1}^{*}, h_{1}^{*}$ are used to compute the estimated values of $\mathbf{m}, \mathbf{l}, \mathbf{u}$ :

$$
\begin{gathered}
\mathbf{m}_{1}^{*}=\mathbf{V a}_{1}^{*}+\mathbf{Y} \mathbf{r}_{1}^{*}+\mathbf{Z} \mathbf{s}_{1}^{*} \\
\mathbf{l}_{1}^{*}=\mathbf{m}_{1}^{*} b_{1}^{*}+\mathbf{1} d_{1}^{*} \\
\mathbf{u}_{1}^{*}=\mathbf{m}_{1}^{*} g_{1}^{*}+\mathbf{1} h_{1}^{*}
\end{gathered}
$$

And then to compute the squared residuals:

$$
r_{i 1}^{2}=\left[\left(m_{i}-m_{i 1}^{*}\right)^{2}+\left(\left(m_{i}-\lambda_{i} l_{i}\right)-\left(m_{i 1}^{*}-\lambda_{i} l_{i 1}^{*}\right)\right)^{2}+\left(\left(m_{i}+\rho_{i} u_{i}\right)-\left(m_{i 1}^{*}+\rho_{i} u_{i 1}^{*}\right)\right)^{2}\right]
$$

4. Finally, we compute the median of the estimated squared residuals: $\operatorname{med}_{i}\left(r_{i 1}^{2}\right)$.

Steps 1-4 are repeated until convergence is achieved. At the $k$ th iteration, we obtain, the estimators $\mathbf{a}_{k}^{*}, \mathbf{r}_{k}^{*}, \mathbf{s}_{k}^{*}, b_{k}^{*}, d_{k}^{*}, g_{k}^{*}, h_{k}^{*}$ the corresponding estimated values $\mathbf{m}_{k}^{*}, \mathbf{l}_{k}^{*}, \mathbf{u}_{k}^{*}$, the squared residuals $r_{i k}^{2}$, and med $\left(r_{i k}^{2}\right)$. If the median of the estimated squared residuals at the $k$ th iteration is lower than the one obtained at the $(k-1)$ th iteration, we keep $\mathbf{a}_{k}^{*}, \mathbf{r}_{k}^{*}, \mathbf{s}_{k}^{*}, b_{k}^{*}, d_{k}^{*}, g_{k}^{*}, h_{k}^{*}$ as optimal parameter estimates. $\mathbf{a}_{m}^{*}, \mathbf{r}_{m}^{*}, \mathbf{s}_{m}^{*}, b_{m}^{*}, d_{m}^{*}, g_{m}^{*}, h_{m}^{*}$ are the estimated values of LMS procedure.

In order to enhance these estimates, we employ the WLS procedure, assigning to each observation a weight. A simple way to weight observations on the basis of residuals [24] is:

$$
w_{i}= \begin{cases}1 & \text { if }\left|r_{i}^{2} / \hat{\sigma}\right| \leq c  \tag{48}\\ 0 & \text { if }\left|r_{i}^{2} / \hat{\sigma}\right| \geq c\end{cases}
$$

where $r_{i}^{2}$ is the $i$ th (squared) residuals obtained from LMS:

$$
\begin{equation*}
r_{i}^{2}=\left[\left(m_{i}-m_{i}^{*}\right)^{2}+\left(\left(m_{i}-\lambda_{i} l_{i}\right)-\left(m_{i}^{*}-\lambda_{i} l_{i}^{*}\right)\right)^{2}+\left(\left(m_{i}+\rho_{i} u_{i}\right)-\left(m_{i}^{*}+\rho_{i} u_{i}^{*}\right)\right)^{2}\right] \tag{49}
\end{equation*}
$$

where $\mathbf{m}^{*}=\mathbf{V a}_{m}^{*}+\mathbf{S r}_{m}^{*}+\mathbf{Z} \mathbf{s}_{m}^{*}, \mathbf{l}^{*}=\mathbf{m}^{*} b_{m}^{*}+\mathbf{1} d_{m}^{*}, \mathbf{u}^{*}=\mathbf{m}^{*} g_{m}^{*}+\mathbf{1} h_{m}^{*}, \quad \hat{\sigma}$ is the robust estimate of the scale of residuals [26],

$$
\hat{\sigma}=1.4826 \times\left(1+\frac{5}{n-3 p-7}\right) \times \sqrt{\operatorname{med}_{i}\left(r_{i}^{2}\right)}
$$

$r_{i}^{2} / \hat{\sigma}$ are the standardized residuals, and $c$ is a constant (usually, $c=2.5$ ). WLS requires several iterations of solution (12)-(18). To initialize the recursive solution, we take the optimal estimates obtained with LMS as the starting points.

## 6. Numerical Experiment

In order to evaluate the proposed model, we show two examples. As for the WLS phase of the estimation procedure, weights (48) are assigned to data, putting $c=2.5$.

### 6.1. Example 1

In this example, we consider a fuzzy linear regression model, in which we consider fuzzy output data and fuzzy input data with a triangular fuzzy number, putting $\boldsymbol{\Lambda}=0.5 \mathbf{E}, \mathbf{P}=0.5 \mathbf{E}$. We have randomly generated two column $(8 \times 1)$-vectors $\mathbf{V}_{1}, \mathbf{S}_{1}$ from two uniform distributions defined on the intervals $[0,10]$ and $[0,50]$, respectively. Then, the fuzzy input and output variable are generated as follows:

$$
\begin{gathered}
\mathbf{X} \equiv\left(\mathbf{V}_{1}, \mathbf{S}_{1}\right), \quad \mathbf{V}=\left[\mathbf{1}_{8 \times 1}, \mathbf{V}_{1}\right], \quad \mathbf{S}=\left[\mathbf{1}_{8 \times 1}, \mathbf{S}_{1}\right] \\
\mathbf{m}=\mathbf{V a}+\mathbf{S r}+\mathbf{N}_{8 \times 1}(0,1) \\
\mathbf{l}=(\mathbf{V a}+\mathbf{S r}) b+\mathbf{1}_{8 \times 1} d+\mathbf{N}_{8 \times 1}(0,1)
\end{gathered}
$$

where $\mathbf{a}=\left[\begin{array}{ll}2 & 3\end{array}\right]^{\prime}, \mathbf{r}=\left[\begin{array}{ll}1 & 2\end{array}\right]^{\prime}, b=0.02, d=5, \mathbf{V}=\left(v_{i j}\right)_{8 \times 2}$, and $\mathbf{S}=\left(s_{i j}\right)_{8 \times 2}$
On the sample of 8 units we have simulated a fuzzy output variable and a fuzzy input variable ( $\mathrm{Y}, \mathbf{X}$ ), we have contaminated the dataset with one or more outliers, in the centers and/or spreads of fuzzy input variable and/or output variable. The various situations are showed in Figures 1-6. In Figures 1-6, X-axis, Y-axis and Z-axis represent the spread of input variable, the center of input variable and the center of output variable, successively. The panel shows the model of the centers. If the estimates are very good, all points should be on the panel or close to the panel. And Table 1 is reported LS and LMS-WLS estimates, in the first and second column, respectively.

Figure 1 shows the results of the fuzzy regression model obtained with the original dataset, respectively with LS (left panel) and LMS-WLS (right panel). The results are very similar, as can be seen from the value of $\mathrm{R}^{2}$ and the parameter estimates, reported in the case (a) of Table 1.

It can be noticed that the presence of whatsoever kind of outliers does not affect LMS-WLS estimates, as can be seen from Figures 2-6 and Table 1.

On the contrary, outliers heavily distort LS estimates. For example, in Figure 2(a) we see that the presence of a single outlier in $\mathbf{m}$ has troublesome effect on the fitting of the centers model to the data, and produces a large


Figure 1. Estimated model of the centers on the original dataset with LS (a) and LMS-WLS (b).


Figure 2. Estimated model of the centers with LS (a) and LMS-WLS (b) after contamination of $m_{1}=200$.


Figure 3. Estimated model of the centers with LS (a) and LMS-WLS (b) after contamination of $l_{4}=35$.


Figure 4. Estimated model of the centers with LS (a) and LMS-WLS (b) after contamination of $v_{72}=50$.


Figure 5. Estimated model of the centers with LS (a) and LMS-WLS (b) after contamination of $s_{42}=60$.
bias in the parameter estimates of the centers models, as can be seen from the case (b) of Table 1. However, the parameter estimates for the models on the spreads are only slightly affected.

Figure 3(a) illustrates that the presence of single outlier in the spreads of the fuzzy response variable has little effect on the fitting of the centers model to the data, while the LS estimates for the spreads are heavily affected (Table 1, the case (c)). Note that the model fit to the data decreases to a lesser extent than in other situations, since, in the computation of $\mathrm{R}^{2}$ and $\overline{\mathrm{R}}^{2}$, the weights of the spreads, given by $\boldsymbol{\Lambda}=\mathbf{P}=0.5 \mathbf{E}$, are lower than the weight of the centers, which is equal to $\mathbf{E}$.

The overall pattern of results remains the same also in the cases where there is an outlier in the spreads or centers of the fuzzy explanatory variable. When we contaminate data with single outlier in center or spread of input variables, LS estimates are distorted for the models of the centers (see Figure 4(a) and Figure 5(a)). We


Figure 6. Estimated model of the centers with LS (a) and LMS-WLS (b) after contamination of $s_{42}=60, m_{2}=60 ; l_{5}=30$.
can see from the cases (d) and (e) of Table 1 that the presence of single outlier in the centers of fuzzy input has bigger impact on the parameter estimates.

Finally, in Figure 6 we consider the more general situation embodies all previous cases. Both the models of centers and the models of spreads are strongly affected. As a consequence, also the fit performance of the model is quite poor.

As said before, Table 1 reports the parameter estimates for all the cases considered, both for the LS and LMS-WLS model.

### 6.2. Example 2

This example consists of 14 fuzzy observations with two fuzzy explanatory variables and one fuzzy response variable from Wu [27], which is listed in Table 2. In this example, we set three different fuzzy numbers in the dataset, respectively, higher fuzzy extent, median fuzzy extent and lower fuzzy extent [28]. The setting is as follows:

$$
\lambda_{i}=\rho_{i}= \begin{cases}\frac{2}{3} & i=1, \cdots, 5 \\ \frac{1}{2} & i=6, \cdots, 10 \\ \frac{1}{3} & i=11, \cdots, 14\end{cases}
$$

LS and LMS-WLS estimates are reported in Table 3, in the first and second column respectively, obtained in correspondence to different types of outliers in the datasets.

LMS-WLS estimates do not noticeably change regardless of the absence or presence of outliers that is the same as the previou-s example, thus proving the effectiveness of the estimation procedure proposed.

If there is an outlier in the centers of output variable (Table 3, the case (b)), LS estimate of the coefficient vectors a,r,s are strongly biased, and the estimates respectively for $b, d, g, h$ are also marginally affected. As a consequence, the goodness of fit is rather low. When we contaminate data with outliers in centers of both input variables and output variable (Table 3, the case (e)), the results are similar.

If we contaminate the vector $\mathbf{X}$ (Table 3, the case (c)) with a single outlier, LS produces biased estimates respectively for $\mathbf{a}, \mathbf{r}, \mathbf{s}$, while the estimates for the model of the spreads are unaffected.

If there is an outlier in the left spreads of output variable (Table 3, the case (d)), the estimates for $b, d$ are affected. Similar conclusions a-are drawn when we contaminate the vector of the right spreads of output variable (Table 3, the case (f)).

When we consider the more general cases (Table 3, the case (g) and Table 3, the case (h)), LS estimates are strongly biased with respect to the estimates obtained with the original dataset. As a consequence, also the fit performance of model is quite poor.

Table 1. Estimated coefficients, $\mathrm{R}^{2}$ and $\overline{\mathrm{R}}^{2}$ of the models with LS and LMS-WLS in the uncontaminated and contaminated cases.

```
LS LMS-WLS
```

(a) Results for the original dataset

$$
\left.\begin{array}{ll}
\mathrm{R}^{2}=0.9998 & \overline{\mathrm{R}}^{2}=0.9993 \\
\mathbf{a}=\left[\begin{array}{ll}
3.0656 & 2.8189
\end{array}\right]^{\prime} & \mathrm{R}^{2}=0.9998 \\
\overline{\mathrm{R}}^{2}=0.9993 \\
\mathbf{r}=\left[\begin{array}{ll}
-0.4726 & 2.0454
\end{array}\right]^{\prime} & \mathbf{a}=\left[\begin{array}{ll}
17.1733 & 2.8189
\end{array}\right]^{\prime} \\
b=0.0199 & d=5.0701
\end{array} \quad \mathbf{r}=\left[\begin{array}{ll}
-14.5798 & 2.0453
\end{array}\right]^{\prime}\right](\mathrm{b}=0.0199 \quad d=5.0718
$$

(b) First contamination: $m_{1}=200$

$$
\left.\begin{array}{ll}
\mathrm{R}^{2}=0.5200 & \overline{\mathrm{R}}^{2}=-0.6800 \\
\mathbf{a}=\left[\begin{array}{ll}
-19.3655 & 10.8131
\end{array}\right]^{\prime} & \mathrm{R}^{2}=0.9998 \\
\overline{\mathrm{R}}^{2}=0.9993 \\
\mathbf{r}=\left[\begin{array}{ll}
68.7214 & -0.1805
\end{array}\right]^{\prime} & \mathbf{a}=\left[\begin{array}{ll}
38.2321 & 2.8536
\end{array}\right]^{\prime} \\
b=-0.0145 & d=8.1600
\end{array} \quad \mathbf{r}=\left[\begin{array}{ll}
-35.4469 & 2.0359
\end{array}\right]^{\prime}\right]
$$

(c) Second contamination: $l_{4}=35$

$$
\begin{aligned}
& \mathrm{R}^{2}=0.9824 \\
& \overline{\mathrm{R}}^{2}=0.9384 \\
& \mathbf{a}=\left[\begin{array}{ll}
21.1714 & 2.8391
\end{array}\right]^{\prime} \\
& \mathbf{r}=\left[\begin{array}{ll}
-18.8493 & 2.0453
\end{array}\right]^{\prime} \\
& b=-0.1198 \\
& d=19.9057
\end{aligned}
$$

$$
\mathrm{R}^{2}=0.9999 \quad \overline{\mathrm{R}}^{2}=0.9997
$$

$$
\mathbf{a}=\left[\begin{array}{ll}
3.7456 & 2.8638
\end{array}\right]^{\prime}
$$

$$
\mathbf{r}=\left[\begin{array}{ll}
-1.7746 & 2.0544
\end{array}\right]^{\prime}
$$

$$
b=0.0254 \quad d=4.4811
$$

(d) Third contamination: $v_{72}=50$

$$
\begin{array}{ll}
\mathrm{R}^{2}=0.9448 & \overline{\mathrm{R}}^{2}=0.8068 \\
\mathbf{a}=\left[\begin{array}{ll}
20.9816 & -0.2429
\end{array}\right]^{\prime} & \mathrm{R}^{2}=0.9998 \\
\overline{\mathrm{R}}^{2}=0.9993 \\
\mathbf{r}=\left[\begin{array}{ll}
3.5042 & 1.9158
\end{array}\right]^{\prime} & \mathbf{a}=\left[\begin{array}{ll}
5.7215 & 2.7728
\end{array}\right]^{\prime} \\
b=0.0237 & d=4.7585 \\
\mathbf{r}=\left[\begin{array}{ll}
-2.8617 & 2.0473
\end{array}\right]^{\prime} \\
b & b=0.0197 \\
d=5.0722
\end{array}
$$

(e) Fourth contamination: $s_{42}=60$

$$
\left.\begin{array}{ll}
\mathrm{R}^{2}=0.3050 & \overline{\mathrm{R}}^{2}=-1.4325 \\
\mathbf{a}=\left[\begin{array}{ll}
-3.5987 & 2.3819
\end{array}\right]^{\prime} & \mathrm{R}^{2}=0.9999 \\
\overline{\mathrm{R}}^{2}=0.9997 \\
\mathbf{r}=\left[\begin{array}{ll}
33.025 & 11.0818
\end{array}\right]^{\prime} & \mathbf{a}=\left[\begin{array}{ll}
-17.2289 & 2.8638
\end{array}\right]^{\prime} \\
b=0.0362 & d=3.7441
\end{array} \quad \mathbf{r}=\left[\begin{array}{ll}
19.1990 & 2.0544
\end{array}\right]^{\prime}\right)
$$

(f) Fifth contamination: $s_{42}=50, m_{2}=60, l_{5}=30$

| $\mathrm{R}^{2}=0.5253 \quad \overline{\mathrm{R}}^{2}=-0.6615$ | $\mathrm{R}^{2}=0.9999 \quad \overline{\mathrm{R}}^{2}=0.9997$ |
| :---: | :---: |
| $\mathbf{a}=\left[\begin{array}{lll}-5.1354 & 3.5968\end{array}\right]^{\prime}$ | $\mathbf{a}=\left[\begin{array}{lll}-16.2176 & 2.8638\end{array}\right]^{\prime}$ |
| $\mathbf{r}=\left[\begin{array}{lll}10.5551 & 1.6116\end{array}\right]^{\prime}$ | $\mathbf{r}=\left[\begin{array}{lll}18.1777 & 2.0547\end{array}\right]^{\prime}$ |
| $b=-0.0477 \quad d=13.4245$ | $b=0.0272 \quad d=4.2101$ |

## 7. Conclusions

The main problem that is investigated in this paper is to give a suitable method to deal with fuzzy data contaminated by outliers, the fuzzy extent of which may be different. In this regard, a fuzzy regression model with fuzzy output and fuzzy inputs has been proposed. Then on the basis of the Least Median Squares-Weighted Least

Table 2. Original data.

| Explanatory variable 1 | Explanatory variable 2 | Response variable |
| :---: | :---: | :---: |
| $(274,151,322)$ | $(2450,1432,3461)$ | $(162,111,194)$ |
| $(180,101,291)$ | $(3254,2448,4463)$ | $(120,88,161)$ |
| $(375,221,539)$ | $(3802,2592,5116)$ | $(223,161,288)$ |
| $(205,128,313)$ | $(2838,1414,3252)$ | $(131,83,194)$ |
| $(86,62,112)$ | $(2347,1024,3766)$ | $(67,51,83)$ |
| $(265,132,362)$ | $(3782,2163,5091)$ | $(169,124,213)$ |
| $(98,66,152)$ | $(3008,1687,4325)$ | $(192,138,241)$ |
| $(330,151,463)$ | $(2450,1524,3864)$ | $(55,41,71)$ |
| $(195,115,291)$ | $(2137,1216,3161)$ | $(252,168,367)$ |
| $(53,35,71)$ | $(2560,1432,3782)$ | $(232,178,346)$ |
| $(430,307,584)$ | $(4020,2592,5562)$ | $(144,111,198)$ |
| $(372,284,498)$ | $(4427,2792,6163)$ | $(103,78,148)$ |
| $(236,121,370)$ | $(2660,1734,4094)$ | $(2088,1426,3312)$ |

Table 3. Estimated coefficients, $\mathrm{R}^{2}$ and $\overline{\mathrm{R}}^{2}$ of the models with LS and LMS-WLS in the uncontaminated and contaminated cases.
LS LMS-WLS
(a) Results for the original dataset

| $\mathrm{R}^{2}=0.9966 \quad \overline{\mathrm{R}}^{2}=0.9558$ | $\mathrm{R}^{2}=0.9966 \quad \overline{\mathrm{R}}^{2}=0.9558$ |
| :---: | :---: |
| $\mathbf{a}=\left[\begin{array}{llll}-7731.4 & 0.1059 & -0.0032\end{array}\right]^{\prime}$ | $\mathbf{a}=\left[\begin{array}{llll}-8393.0 & 0.1058 & -0.0032\end{array}\right]^{\prime}$ |
| $\mathbf{r}=\left[\begin{array}{lll}3144.7 & 0.3775 & 0.0121\end{array}\right]^{\prime}$ | $\mathbf{r}=\left[\begin{array}{lll}3398.3 & 0.3776 & 0.0121\end{array}\right]^{\prime}$ |
| $\mathbf{s}=\left[\begin{array}{llll}4593.5 & 0.0425 & -0.0016\end{array}\right]^{\prime}$ | $\mathbf{s}=\left[\begin{array}{llll}5001.6 & 0.0424-0.0016\end{array}\right]^{\prime}$ |
| $b=0.7007 \quad d=2.5855$ | $b=0.7007 \quad d=2.5816$ |
| $g=1.3669 \quad h=-8.3947$ | $g=1.3668 \quad h=-8.3827$ |

(b) First contamination: $m_{14}=1000$

$$
\begin{aligned}
& \mathrm{R}^{2}=0.4116 \quad \overline{\mathrm{R}}^{2}=-6.6492 \\
& \mathrm{R}^{2}=0.9969 \quad \overline{\mathrm{R}}^{2}=0.9597 \\
& \mathbf{a}=\left[\begin{array}{lll}
-9645.7 & 3.7419 & 0.8281
\end{array}\right]^{\prime} \\
& \mathbf{a}=\left[\begin{array}{lll}
-8520.5 & 0.0870 & -0.0062
\end{array}\right] \\
& \mathbf{r}=\left[\begin{array}{lll}
4559.7 & 2.9718 & -0.6822
\end{array}\right]^{\prime} \\
& \mathbf{r}=\left[\begin{array}{lll}
3488.1 & 0.3765 & 0.0149
\end{array}\right]^{\prime} \\
& \mathbf{s}=\left[\begin{array}{lll}
6125.8 & -3.6092 & -0.0720
\end{array}\right]^{\prime} \\
& \mathbf{s}=\left[\begin{array}{lll}
5034.2 & 0.0532 & -0.0014
\end{array}\right]^{\prime} \\
& b=1.0017 \quad d=-39.6759 \quad b=0.7071 \quad d=1.2662 \\
& g=-0.9377 \quad h=309.6197 \\
& g=1.3562 \quad h=-6.1967
\end{aligned}
$$

(c) Second contamination: $v_{22}=1000, v_{23}=20000, s_{22}=3000, s_{23}=30000, z_{22}=4000, z_{23}=1000$

| $\mathrm{R}^{2}=0.9693 \quad \overline{\mathrm{R}}^{2}=0.6009$ | $\mathrm{R}^{2}=0.9966 \quad \overline{\mathrm{R}}^{2}=0.9558$ |
| :---: | :---: |
| $\mathbf{a}=\left[\begin{array}{llll}-9666.3 & 0.2999 & -0.0324\end{array}\right]^{\prime}$ | $\mathbf{a}=\left[\begin{array}{lll}-8269.3 & 0.1025-7.57 E-4\end{array}\right]^{\prime}$ |
| $\mathbf{r}=\left[\begin{array}{llll}5289.3 & 0.0752 & -0.0192\end{array}\right]^{\prime}$ | $\mathbf{r}=\left[\begin{array}{lll}3362.7 & 0.3767 & 0.0115\end{array}\right]^{\prime}$ |
| $\mathbf{s}=\left[\begin{array}{lll}4374.7 & 0.1974 & 0.0325\end{array}\right]^{\prime}$ | $\mathbf{s}=\left[\begin{array}{llll}4914.0 & 0.0424 & -0.0022\end{array}\right]^{\prime}$ |
| $b=0.6362 \quad d=8.6912$ | $b=0.7054 \quad d=1.5919$ |
| $g=1.6361 \quad h=-35.2186$ | $g=1.3569 \quad h=-7.0091$ |

## Continued

(d) Third contamination: $l_{10}=300$

$$
\begin{aligned}
& \mathrm{R}^{2}=0.9451 \quad \overline{\mathrm{R}}^{2}=0.2863 \\
& \mathbf{a}=\left[\begin{array}{lll}
-7729.5 & 0.1154 & -0.0075
\end{array}\right]^{\prime} \\
& \mathbf{r}=\left[\begin{array}{lll}
3161.8 & 0.3136 & 0.0120
\end{array}\right]^{\prime} \\
& \mathbf{s}=\left[\begin{array}{lll}
4575.2 & 0.1019 & -0.0016
\end{array}\right]^{\prime} \\
& b=0.2385 \quad d=81.9706 \\
& g=1.3209 \quad h=2.0719
\end{aligned}
$$

$$
\left.\begin{array}{l}
\mathrm{R}^{2}=0.9960
\end{array} \quad \overline{\mathrm{R}}^{2}=0.9480 ~ 子 ~\left(\begin{array}{lll}
-8424.5 & 0.1076 & -0.0037
\end{array}\right]^{\prime}\right]
$$

(e) Forth contamination: $s_{33}=40000, m_{2}=500$

$$
\begin{aligned}
& \mathrm{R}^{2}=0.7683 \quad \overline{\mathrm{R}}^{2}=-2.0121 \\
& \mathbf{a}=\left[\begin{array}{lll}
-1035.6 & -0.6655 & 0.3505
\end{array}\right]^{\prime} \\
& \mathbf{r}=\left[\begin{array}{lll}
5392.6 & 0.2326 & -0.0035
\end{array}\right]^{\prime} \\
& \mathbf{s}=\left[\begin{array}{lll}
5013.7 & 0.1608 & -0.1225
\end{array}\right]^{\prime} \\
& b=0.1976 \quad d=32.7932 \\
& g=0.3423 \quad h=167.4266
\end{aligned}
$$

(f) Fifth contamination: $u_{7}=600$

$$
\left.\begin{array}{l}
\mathrm{R}^{2}=0.7713 \\
\overline{\mathrm{R}}^{2}=-1.9731 \\
\mathbf{a}=\left[\begin{array}{lll}
-7700.6 & 0.0730 & -0.0175
\end{array}\right]^{\prime} \\
\mathbf{r}=\left[\begin{array}{lll}
3164.1 & 0.1921 & 0.0190
\end{array}\right]^{\prime} \\
\mathbf{s}=\left[\begin{array}{lll}
4510.7 & 0.1285 & 0.0123
\end{array}\right]^{\prime} \\
b=0.6462
\end{array} d=11.9113\right] \begin{array}{ll}
g=1.0514 & h=64.1119
\end{array}
$$

(g) Sixth contamination: $m_{5}=700, l_{14}=400$

$$
\left.\begin{array}{l}
\mathrm{R}^{2}=0.4042
\end{array} \quad \overline{\mathrm{R}}^{2}=-6.7454,\left[\begin{array}{lll}
-7154.2 & 0.9097 & -0.3753
\end{array}\right]^{\prime}\right]\left[\begin{array}{lll}
3687.5 & -1.1725 & -0.0469
\end{array}\right]^{\prime} \text { a } \begin{array}{ll} 
\\
\mathbf{r}=\left[\begin{array}{lll}
3347.1 & 0.7142 & 0.2380
\end{array}\right]^{\prime} \\
b=-0.4785 & d=79.4693 \\
g=0.2591 & h=244.8664
\end{array}
$$

(h) Seventh contamination: $v_{22}=1000, m_{7}=500, u_{5}=400$

$$
\left.\begin{array}{l}
\mathrm{R}^{2}=0.2595
\end{array} \overline{\mathrm{R}}^{2}=-8.6265\right]\left[\begin{array}{lll}
\mathbf{a}=\left[\begin{array}{lll}
-7637.4 & -0.1047 & -0.0260
\end{array}\right]^{\prime} \\
\mathbf{r}=\left[\begin{array}{lll}
3358.6 & -0.6236 & 0.0179
\end{array}\right]^{\prime} \\
\mathbf{s}=\left[\begin{array}{ll}
4205.7 & 0.4381 \\
0.0619
\end{array}\right]^{\prime} \\
b=0.4172 & d=23.9003 \\
g=0.6874 & h=117.2824
\end{array}\right.
$$

$$
\mathrm{R}^{2}=0.9963 \quad \overline{\mathrm{R}}^{2}=0.9519
$$

$$
\mathbf{a}=\left[\begin{array}{lll}
-8339.3 & 0.1058 & -0.0033
\end{array}\right]^{\prime}
$$

$$
\mathbf{r}=\left[\begin{array}{lll}
3494.0 & 0.3762 & 0.0121
\end{array}\right]^{\prime}
$$

$$
\mathbf{s}=\left[\begin{array}{lll}
4952.0 & 0.0429 & -0.0015
\end{array}\right]^{\prime}
$$

$$
b=0.7041 \quad d=1.9301
$$

$$
g=1.3683 \quad h=-8.6311
$$

$$
\mathrm{R}^{2}=0.9967 \quad \overline{\mathrm{R}}^{2}=0.9571
$$

$$
\mathbf{a}=\left[\begin{array}{lll}
-8425.1 & 0.0978 & -0.0097
\end{array}\right]^{\prime}
$$

$$
\mathbf{r}=\left[\begin{array}{lll}
3443.9 & 0.3619 & 0.0139
\end{array}\right]^{\prime}
$$

$$
\mathbf{s}=\left[\begin{array}{lll}
4981.3 & 0.0597 & 0.0012
\end{array}\right]^{\prime}
$$

$$
b=0.7207 \quad d=-1.6215
$$

$$
g=1.3361 \quad h=-0.8608
$$

$$
\mathrm{R}^{2}=0.9960 \quad \overline{\mathrm{R}}^{2}=0.9480
$$

$$
\mathbf{a}=\left[\begin{array}{lll}
-8333.2 & 0.1238 & -0.0119
\end{array}\right]^{\prime}
$$

$$
\mathbf{r}=\left[\begin{array}{lll}
3398.9 & 0.3463 & 0.0115
\end{array}\right]^{\prime}
$$

$$
\mathbf{s}=\left[\begin{array}{lll}
4937.7 & 0.0560 & 0.0034
\end{array}\right]^{\prime}
$$

$$
b=0.7227 \quad d=-2.5196
$$

$$
g=1.3668 \quad h=-5.5669
$$

$$
\begin{aligned}
& \mathrm{R}^{2}=0.9970 \quad \overline{\mathrm{R}}^{2}=0.9610 \\
& \mathbf{a}=\left[\begin{array}{lll}
-10712 & 0.0900 & 0.0061
\end{array}\right]^{\prime} \\
& \mathbf{r}=\left[\begin{array}{lll}
5809.6 & 0.3539 & 0.0098
\end{array}\right]^{\prime} \\
& \mathbf{s}=\left[\begin{array}{lll}
4910.1 & 0.0557 & -0.0033
\end{array}\right]^{\prime} \\
& b=0.6791 \quad d=3.6677 \\
& g=1.4368 \quad h=-12.8086
\end{aligned}
$$

Squares estimation procedure, we introduce a robust version of the proposed model. In order to analyze the performance of our model, we also suggest a suitable goodness of fit index, and its adjusted version, which is effective for the model selection. The proposed model was applied in two examples, the results of which show that
our model outperforms the fuzzy regression model estimated with LS method in the presence of different typologies outliers. In addition, the proposed model is applicable for all kinds of fuzzy numbers.

In the future, we will consider other robust regression approaches that usually are used in standard (non-fuzzy) regression analysis, for fuzzy linear regression analysis, such as the least trimmed squares. In addition, we will extend our robust fuzzy linear regression model with fuzzy inputs and output to robust non-linear regression models with fuzzy inputs and fuzzy output.
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