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Abstract 
Some algorithms of feature extraction in existing literature studied for image 
processing was the gray image with one-dimensional parameter. However, 
some feature points’ extraction for three-dimensional color of polar image, 
such as the color edge extraction, inflection points, and so on, was urgently to 
be solved a polar color problem. For achieving quickly and accurately the col-
or feature extraction to polar image, this paper proposed a similar region of 
color algorithm. The algorithm was compared to polar image, and the effect to 
color extraction was also described by the combination of the proposed and 
existing algorithms. Moreover, this paper gave the comparison of the pro-
posed algorithm and an existing classical algorithm to extraction of color fea-
ture. These researches in this paper provided a powerful tool for polar image 
classification, color feature segmentation, precise recognition, and so on. 
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1. Introduction 

More and more color image data grew at present. Since the color image included 
a lot of information characteristics, it was widely used and concerned, for exam-
ple, hospital surgeon surgery, the surgeons were often carrying out operation 
positioning with the help of images for operating some surgeries. But most of 
them were utilizing a gray image in a few years ago, thus the success rate is not 
too high for a number of key operations. Most of them have made use of color 
tones, color images and other color images or projection surgery in recent years, 
the success rate increased a lot. To further improve the success rate of surgery, it 
should develop some new algorithms for image processing such as the edges, 
corner points, inflection points, and so on for color image, and the developed 
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algorithms should have some better advantages, such as it should make the algo-
rithm faster, easy to calculate, easy to program, etc. In addition, the public secu-
rity system in the detection of cases need fast and accurately search for valuable 
information for some color, color video, picture texture and other characteristics 
of extraction, which are urgently need to provide a powerful tool. The arctic and 
polar scientific research department collected various polar data need carry out 
an effective feature extraction, fine classification, arctic environmental control, 
resource protection, rational development of resources, and resource regenera-
tion and other scientific research to establish a reasonable database based on 
these color pictures. These problems need to develop color image edge, corner 
and other feature extraction methods. 

An important requirement is to extract effective features from the image in 
image retrieval, calibration, classification, clustering, etc. However, the color 
feature is most widely used visual features. The use of color histograms is the 
most common way to represent color features. In [1], the color feature extrac-
tion based on square histogram was proposed. The use of quadratic tree decom-
position in images with different sizes and homogeneous wood blocks was de-
fined, and the color histogram and surface skin of the same size were extracted. 
Compared with the global color histogram, the image retrieval results showed 
the effectiveness and feasibility of this method. But it did not give a color edge 
extraction algorithm. In the literature [2], it gave a fuzzy facial expression recog-
nition system, and achieved the facial expression color identification. The litera-
ture [3] described a method regarding ant colony optimization that was pro-
posed as a method of general clustering analysis of color, and it was used to clas-
sify and extract the color of polar images. The literature [4] discussed a digital 
processing for the flame color image according to flame color and vibrational 
frequency analysis. The literature [5] implemented a unified color region space 
to color processing based on perceptual image processing, and [6] discussed the 
video processing and actual image by using Matlab tools. 

Since the earlier detection algorithms on edge involved a gradient operation, 
there were sensitive on noise, computing-intensive and other demerits. Actually, 
an algorithm in [7] was only based on the comparison of gray about surrounding 
pixels, which did not involve any computations on gradient, so its computation 
was relatively small, and its anti-noise ability was very strong. But these algo-
rithms were to carry out the gray scale processing for one-dimensional parame-
ter. However, doctors needed to pinpoint the color image during surgery and 
diagnosis [8]; the polar department had wanted to establish a rational database, 
which was required to carry out the fine classification of data for various types of 
mass data, but the data classification needed to deal with effectively color images 
[9] [10]. For the color feature extraction on images, it will require developing 
some new extraction algorithms. 

In order to search for valuable information from color image quickly, such as 
extraction of edges and corner points with three dimensional parameters, this 
paper presents a color extraction algorithm for polar image which is called a 
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similar region of color algorithm, and also gives the comparison and experiment 
of the proposed and existing algorithms for polar color distribution. Finally, the 
two algorithms were applied to the classification and recognition of polar image. 

2. Similar Region of Color Algorithm 
2.1. Data Sources 

The data of this paper is mainly based on the polar optical observation data of 
the north and south polar ground stations. This section mainly uses the all-sky 
imager to study the morphology of polar by high time and spatial resolution of 
the polar optical observation equipment. The polar data have been carried out 
for 15 years of ground polar collection, accumulated a large number of polar ef-
fective optical observation data. To carry out polar research has a strong data 
base. China Polar Research Center has established a system for polar all-sky 
video image processing and analysis to carry out the polar all-sky video (analog) 
image data digitization and coordinate transformation and so on. 

Figures 1(a)-(i) shows an example of a polar image taken by an all-sky cam-
era (the image of this sequence is processed to turn the original black back-
ground into a white background). The sequence begins at 11:00:30 UT on June 
16, 2012, ending at 23:35:02 UT on June 16, 2012, interval of each frame image is 
15 minutes. The interior of circle of the camera is the observed region of view in 
the image of each frame. The first frame image marked the geomagnetic An- 
tarctic and geomagnetic north direction (white lines in the figure, the vertical 
direction denotes the north and south that is up south and down north, the 
 

 
(a)                         (b)                        (c) 

 
(d)                         (e)                        (f) 

 
(g)                         (h)                        (i) 

Figure 1. Polar images taken by the all sky camera on June 16, 2012. 
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horizontal direction is east and west that is left west and right east). From the 4, 
5, 6, 7 frame which are shown Figures 1(c)-(f) in the field of view, we can clear-
ly see the bright light arc cover more than half of the sky. 

2.2. Similar Region of Color Algorithm 

Because the integration that the hue combines with the saturation is called the 
color, this section gives the similar region of color algorithm, is to use the com-
pared difference between the hue, luminance and saturation of the center of the 
chosen color and those of its similar color pixels, and based on the given appro-
priate thresholds of edge, inflection and corner points, carries out the feature 
points extraction, i.e., edge, inflection and corner points extraction. The detec-
tion algorithm to feature points is given as follows:  

A characteristic point or an interest point in an interestregion is chosen, 
which the point is called the corepoint C. (1) If 

0
0RC >  exists, and label the 

circle to C .The center of the circle is the point C and the radius is 
0RC , 

which contains only a kind of color pixels, then this point C is not a corner or an 
edge point, is a flat point. (2) For any length 0RC >  and the circle C , if the 
center of circle is the point C and its radius is RC , all contain more than two 
colors’ pixels, then the point C is not a corner or an edge or a bifurcation. 

The luminance I, hue H and saturation S of the core point C are compared 
with those of each pixel within the circle C. If the respective differences between 
the luminance, hue and saturation of the pixel of the core point C and those of 
within the circle C all are less than the given corresponding thresholds, then the 
core C and this point within the circle are similar or same, and some pixels that 
satisfy such conditions to constitute a region, which the region is called a similar 
region of color (SRC). 

By SRC algorithm detection, some detected feature points cannot be made a 
distinction from whether or not they are a corner point, an edge or a bifurcation. 
These feature points are taken as the center of circle to complete a series of con-
centric circle rings, respectively. A circle can be viewed along the counter clock-
wise or clockwise direction ring, in order to find the number of change of hue. 
The number of change in the center of the circle that is more than 2 is a bifurca-
tion. The concrete method is: about some pixels within the neighborhood of the 
point C, their saturation, red hue and luminance are similar or the same as those 
of this point C, we label these pixels as 1. Similarly, we label the pixels with simi-
lar or same black as 0, label the pixels with green as 3, blue pixels as 2, white pix-
els as 12, and so on. Label pixels of different colors as different number, respec-
tively. Along the clockwise or reverse direction from the beginning of a certain 
point on any circle, we view the pixels distribution of any a circle ring, and 
record a color change of pixels from “0” to “1”, or from “1” to “2”, or from “2” to 
“3”, and so on, as the color jump times. The center of circle that the color jump 
times is equal to 2 is marked as a corner or an edge position, however, the center 
of circle that the color jump times is more than 2 is marked as a bifurcation po-
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sition. Then the center of circle that the color jump times is n  ( 2n > ) is 
marked as a n  bifurcation position. 

By the times of color change, the corner point and the edge point cannot be 
distinguished. To distinguish between the two types of characteristic points, it 
needs further to extract the corner, bifurcation and the edge by the saturation, 
hue, luminance of the pixels, and the given thresholds. The analysis for these 
feature points is given as follows: 

When the circle C is completely in the target or completely in the background, 
the area of SRC is the largest, i.e., SRC is the largest in the flat region. However, 
the area of SRC is gradually becoming smaller when the core point is near the 
corner or edge points of target. When the core point is on edge of target, the size 
of SRC reduces to half. When the core point lies in the corner point of target, 
SRC is the smallest. The basic principle of extraction algorithm for corner and 
edge points by using SRC can be obtained. That is, the SRC is smaller at the edge 
and SRC is the smallest at the corner point. The SRC algorithm is based on dif-
ferent area of SRC at each point to distinguish the current point is the interior 
point, corner points or border points of the studied region. The size of SRC of 
each point in the image is acted as the distinctive measurement of the feature on 
this point, and then the feature of point that its SRC is the smaller is remarkable. 
This algorithm can quickly detect the corner points, intersections, edge points 
once, and no directional requirement, and these different points are called the 
feature points in the following. The concrete algorithm is given in the following. 

The feature detection algorithm by SRC is to calculate the pixel points within 
the circle O of the given size in the image so as to produce the initial response of 
feature, then to process the initial feature response so as to obtain the final fea-
ture. 

The luminance I, hue H and saturation S of the core C and those of each point 
within the circle C are compared by similar contrast function in the following. 

( )
( ) ( )
( ) ( )
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1 0
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0,
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 
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               (2) 
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( ) ( )

0 3
3 0

0 3

1,
,

0,

S p S p g
C p p

S p S p g

 − ≤= 
− >

 

 

 

                (3) 

In the formula, 1g , 2g  and 3g  are respectively the difference thresholds of 
the luminance, hue and saturation, which are the threshold values to make sure 
the similarity degree. The choice of ig  is confirmed by the contrast degree be-
tween background and color of image. 0p  is the current core position 
( )0 0,x y . p  is any other point position ( ),x y  in the circle C. ( )0I p  and 
( )I p , ( )0H p  and ( )H p , ( )0S p  and ( )S p  are the luminance, hue and 

saturation of the core and other points in the circle C, respectively. ( )0 ,iC p p   is 
the comparison function of pixels that belong to SRC in the circle C, which is an 
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output, where 1,2,3i = . 
By comparing the luminance, the size of SRC can be computed by the formu-

la: 

( ) ( )
( )0

1 0 1 0,
p c p

n p C p p
∈

= ∑
 

                         (4) 

By the comparison of the hue, the size of SRC can be computed by the formu-
la: 

( ) ( )
( )0

2 0 2 0,
p c p

n p C p p
∈

= ∑
 

                         (5) 

By comparing the saturation, the size of SRC can be computed by the formula: 

( ) ( )
( )0

3 0 3 0,
p c p

n p C p p
∈

= ∑
 

                        (6) 

The size of SRC can be finally obtained by the following equation: 

( ) ( ) ( ) ( ){ }0 1 0 2 0 3 0min , ,
i

n p n p n p n p=
                  (7) 

In the formulae, ( )0n p  is the size of SRC of the core point 0p , and ( )0c p  
is the circular region with 0p  as the center of circle. 

In a real image with noise, if the core is near the feature, n  is not generally 
greater than the value max4 5n  based on the experimental analysis. The initial 
feature response is created by the following expression: 

( ) ( ) ( )0 0 0 0
0

if
0 otherwise
n n p n p n

f p
 − <= 


 



               (8) 

In the expression, 0n  is a threshold. ( )0f p  is the response function. 
Through calculating the mean value of ( )n p  under the noise exists, it can be 

seen that the mean value is close to 0.79 but less than 0.79. Therefore, define the 
threshold is 0 max4 5n n= , where maxn  is the maximum that ( )0n p  can be 
obtained. 

The size of initial feature response is attained by the Formula (5) accords with 
a rule, i.e., “the smaller the SRC is, the greater the initial feature response is”. 

To make sure the feature direction, the feature is divided into two different 
things. The first thing is that SRC is a symmetry region of axis about pixels, i.e., 
there are definite distance between the position of gravity center of the pixels in 
SRC and the position of the core. The second thing is that the gravity center po-
sition of the pixels in SRC and the position of the core are coincident or are close 
to superposition. The feature direction is determined in the following. 

For the first case of feature, the vector direction between the gravity center 
position and position of core is perpendicular to the feature direction. The cen-
ter of gravity is computed by the following equation: 

( )
( )
( ) ( )0

0
0

,
,

,
p

g g
p

pC p p
g p x y

C p p
= =
∑
∑
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                 (9) 

Then, the feature direction is 0
1

0

g

g

x x
k

y y
−

=
−

. 
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For the second case of feature, the feature direction can be made sure by 
searching the longest symmetric axis of all pixels in the SRC. By the theoretical 
and experimental results analysis found, the connective line between the center 
of gravity and the core point C is the longest symmetric axis in the SRC. 

For any point ( ),x y p=
  within the SRC, its symmetric point about the core 

( )0 0,C x y  is ( )0 02 , 2p x x y y′ = − −
 , and then the connective line between p  

and p′  is the feature direction, that is  

0
2

0

y yk
x x
−

=
−

 

where ( ),x y p=
 , ( )0 0 0,x y p=

 . 
Based on the above analysis and discussion, the detailed computing process is 

given as follows: 
1) Make a circle C on each pixel of image. 
2) In the circle C, to use the Equations (1)-(3) to compute the luminance, hue 

and saturation of pixels which are similar to those of the core, and use the Equa-
tions (4)-(6) to compute the number of these pixels. At time, the number of 
these pixels is called as the SRC. 

3) Using the equation (8) to produce the feature response image. 
4) Make use of center of gravity of the SRC and the longest symmetry axis to 

make sure the local feature direction after achieving the initial feature response. 
5) Take the point position of local maximum of initial response as the feature 

point at the local feature vertical direction. Then, select a transform function 
( )tφ  to make ( ) ( )2

, 2 2k k
k l t t lφ φ= − , and let it with this local feature do the 

dot product in order to achieve some image smoothing, such as, enhance, refine, 
de-noise, eliminate the pseudo feature points, connect the discontinuous feature 
points, remove small branches of feature, and so on, so as to obtain a smooth, 
single, continuous output of the feature. 

3. Comparison of Proposed and Existing Algorithms for  
Color Extraction of Polar Image 

3.1. Comparison of Proposed and Existing Algorithms for  
Color Extraction 

For extracting color feature of images, this paper gives the extraction and com-
parison results between the proposed color extraction algorithm and an existing 
extraction algorithm to edge and corner of color image. The simulation results 
show that the extraction effect of the existing algorithm [9] to the color with 
ambiguous boundary is not good, and its processing speed is slower. For a color 
image with size 365 × 550, the existing algorithm to the image processing is 
used, its processing time is 0.528 s, and its eliminating noise ability is relatively 
weak which the signal to noise rate processed is 5:2. However, the proposed sim-
ilar region of color (SRC) algorithm is used to extract features of color, such as 
edges, corners, bifurcation points, and so on. The results show that its extraction 
effect is good, simultaneously, it can also detect out the edge direction informa-
tion, as well as its faster processing speed and its stronger eliminating noise abil-
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ity which the signal to noise rate processed is 5:3. For a color image with size 365 
× 550, its processing time is only 0.159 s. At the same time, since some thre-
sholds such as thresholds of the edge response, corner response, comparison 
function, can be differently set up in simulation according to actual situation 
and experimental analysis, the use of this algorithm is flexible. 

For a color image, which the hue and luminance of the color border gradually 
change, as shown in Figure 2(a), the probability that different color occurs in 
region of interest is calculated by existing algorithm, and then some colors are 
extracted. Simulation result is shown in Figure 2(b). 

When the proposed algorithm is used to carry out some color extraction, the 
similarity comparison function’s threshold values for detecting corner points 
and edges are set upto 1 10g = , 2 9g =  and 3 11g = , respectively. The initial 
edge response function’s threshold is set upto 0 2381n = . The threshold for de-
tecting the corner points is set upto angle 1412n = . Simulation is carried out and 
the results are shown in Figure 3(a) and Figure 3(b). Figure 3(a) is the color 
edge and corner points extraction, Figure 3(b) is the extraction of color. 
 

 
Figure 2. Color extraction by the existing algorithm to ambiguous color boundary of 
polar. 
 

 
Figure 3. Color extraction by the proposed algorithm to ambiguous color boundary of 
polar. 
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It can be seen from Figure 2 and Figure 3, for color extraction by using the 
two algorithms to ambiguous color boundary of polar, extraction effect of exist-
ing algorithm is not too well, because some colors extracted is lost. However, the 
proposed algorithm regards the unclear borderline color as a flat region to ex-
tract it, so it can well use most color information. 

3.2. Color Extraction Based on the Combination between  
Proposed and Existing Algorithms 

If the proposed algorithm and the existing algorithm are combined with, for a 
color image that the color boundary is not obvious, as shown in Figure 2(a), the 
extraction effect of color by the combined method is better than that of the sin-
gle two algorithms, because the extraction effect of color not only is more ob-
vious, but also the detection rate to characteristic points such as edges, corner 
points, etc., is higher, as well as the anti-noise ability is strong. The extraction 
result of feature points of color is shown in Figure 4. 

4. Conclusions 

This paper discusses the color features of polar images, presents the feature ex-
traction of three-dimensional parameter color polar images, studies the feature 
extraction algorithm, as well as gives the comparison and experiment between 
the proposed and existing algorithms to color of polar image. Finally, for color 
feature extraction of polar image, the extraction effects which are given by the  
 

 
Figure 4. Extraction of feature points of color by combination of proposed and existing 
algorithms. 
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proposed algorithm and an existing extraction algorithm to feature of color im-
age are compared. For the proposed algorithm to extract the features of color of 
polar image, such as edges, corners, bifurcation points, and so on, the simulation 
results show that it has some merits such as stronger anti-noise ability, faster 
processing speed, better extraction effect, more flexible use, as well as the direc-
tion information detection of feature points, because its processing time is faster 
by 0.369s and its eliminating noise ability is stronger by 10% than those of exist-
ing algorithms. 

How to extract simultaneously the comparative characteristics of the lumin-
ance, hue and saturation of color image will need to be studied in the future 
work. 
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