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Abstract 
Developments in neurophysiology focusing on foveal vision have characterized more and more 
precisely the spatiotemporal processing that is well adapted to the regularization of the visual 
information within the retina. The works described in this article focus on a simplified architec- 
tural model based on features and mechanisms of adaptation in the retina. Similarly to the bio- 
logical retina, which transforms luminance information into a series of encoded representations 
of image characteristics transmitted to the brain, our structural model allows us to reveal more 
information in the scene. Our modeling of the different functional pathways permits the mapping 
of important complementary information types at abstract levels of image analysis, and thereby 
allows a better exploitation of visual clues. Our model is based on a distributed cellular automata 
network and simulates the retinal processing of stimuli that are stationary or in motion. Thanks to 
its capacity for dynamic adaptation, our model can adapt itself to different scenes (e.g., bright and 
dim, stationary and moving, etc.) and can parallelize those processing steps that can be supported 
by parallel calculators. 
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1. Introduction 
The works presented in this article benefit from simultaneous information extraction mechanisms enabling the 
detection of spatial contrast and movement in the layers of the retina. This will allow flexibility in combining 
our model with other computational models of visual processing. Our model of the complexity of the retina is 
drawn from recent publications that highlight the interactions between the different layers. We modeled the ex-
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traction of information representing the observed scene [1] [2]. According to these publications, when the eye 
detects a structure, each element of that structure that is more or less extricable contributes to the consistent re- 
construction of a wider visual area. 

Neurophysiology describes the functional architecture of the retina as a succession of layers of neurons form- 
ing three functional pathways, as shown in Figure 2 [3]. The study of retinal behavior highlights its very useful 
properties in accentuating the temporal and spatial characteristics before any subsequent analysis or interpreta- 
tion of the information. In this context, our works study this biological system up to a certain level of detail and 
from an architectural and functional point of view. We offer an alternative to the conventional modeling tech- 
niques, which are typically very specialized. 

We chose a granular model that could evolve and that was governed deterministically by underlying mathe- 
matics. We are interested in solutions based on cellular automata [4] [5]. Cell-based automata networks share 
some features with biological neurons and can form a model with the appropriate rules. Like neurons, each cell 
has several inputs and only one output, which can be connected to many other controllers, just as the neuron 
output can be connected to several synaptic junctions that put it in touch with other layers of neurons. The 
structure and rules of the cellular automata network allow it to mimic the essential characteristics of the infor- 
mation exchange leading to the behavior dynamics of the different retinal layers. 

In this article, Section 2 describes the mechanisms and the anatomical and functional structures that control 
the processing in the retina. This knowledge underpins our model description, which is given in Section 3. We 
present our model testing results on images and videos in Section 4. We end with a discussion of the likely fu- 
ture extensions and applications of these modeling techniques in Section 5. 

2. Neurobiological Structure of the Retina 
The vision mechanism starts with the processing of images ([6] [7]) focused on the retina, as shown in Figure 1. 
The retina is more than a simple checkerboard of photoreceptors that converts light energy into electrical energy. 
It contains several layers of neuronsorganized to filter visual information. They perform an initial decomposition 
of the image into parallel information streams for processing. These information streams are analyzed separately 
before the transmission of signals to the brain via the optic nerve, which comprises retinalganglion cell axons [8]. 
This first analysis can be performed thanks to both the specific properties of the retinal cells and the organiza- 
tion of the receptive field. 

The retina, which is the inner membrane [9] of the eye, is the only element of the eyeball presenting a neu- 
ronal origin. It consists in two types of photoreceptors that transform light energy to action potentials: rods, 
which implement achromatic and scotopic vision, and cones, which implement chromatic and photopic vision. 
Our model concerns the retinal fovea zone, essentially make up of cones, and it is limited to achromatic vision. 
Image luminance is sampled, then transmitted by a cone layer towards the downstream retinal and cortical layers. 
 

 
Figure 1. The neuronal organization of the retina. R: rods; C: cones; BP: Bipolar; G: 
Ganglion cells. 
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2.1. Functional Architecture of the Vertebrate Retina 
The retina is a complex neuronal structure shown Figure 1. It is organized into two functional layers: the Outer 
Plexiform Layer or OPL and the Inner Plexiform Layer or IPL [10]. This structured neuronal diversity imple- 
ments a very elaborate process. The neuronal activity is characterized by nonlinear processing [1] [2]. Through 
the biological retina, each layer is composed of a network of interconnected cells linked by more or less distant 
connections. 

2.1.1. The Retinal Processors 
In the visual system, we apply the concept of the receptive field [11]. The receptive field is the retinal field re- 
gion where luminous stimulation produces a response in the cell, e.g., to shape, color, or movement [12]. Thus, 
many receptive fields monitor the same area, each for different goals of perception. 

The different receptive fields allow a variety of types of visual information to be processed in parallel. The 
cells of the different layers have different responses and work through a crossover game of excitatory effect, 
termed the “ON” effect, and of inhibitory effect, termed the “OFF” effect. The elementary receptive field is de- 
fined by its central disk, termed the center, and a ring, termed the surround. Thus, the bipolar ON center is sti- 
mulated when the receptive field center is exposed to light, and is inhibited when the surround is exposed to 
light [13] [14]. 

This dual structure is common among the various retinal receptive fields, allowing us to predict the potential 
perception of spatial contrast. 

2.1.2. The Retinal Mechanisms (Figure 2) 
The OPL has already been well studied at the neurobiological level [15]. It forms the junction between the axons 
of the photoreceptors (rods and cones) and the horizontal and bipolar cells. Each junction is called a synaptic 
triad. The cone circuits, which are the object of our study, are responsible for high-resolution vision and are the 
origin of the trichromatic aspect of color vision. Only the monochrome aspect of vision will be addressed in this 
article. The cone signals that translate the luminance and the chrominance are conveyed to the bipolar cells, 
which provide connections to the ganglion cells. These in turn convert analog signals to all-or-nothing spikes 
[16] for transmission to the brain by the optic nerve. 

The OPL begins with the processing of the light signal into an electric signal: 
•  Cones, photoreceptors with nonlinear operation, are adapted to the conditions of photopic luminance [17] 

[18]. 
•  The horizontal cells are interconnected and thus combine their activity in a larger surface that allows inter- 

connection between the cones [19]. These cells have an inhibitory effect on the bipolar cells. 
•  The bipolar cells differentiate the responses of cones and horizontal cells which form the center and the 

surround of their receptive fields [20] [21] [22]. 
The function of the horizontal cells is to provide the lateral inhibition that yields a reference baseline, which 

can then be compared to the cones’ input signals. Subtracting a local (spatiotemporal) average allows the eye to 
see details in both illuminated areas and dark areas in high-contrast scenes. The resulting signal from OPL 
processing must comply with the obligations of the three pathways from the IPL feature extraction.  

In the IPL, we can generalize the concept of the receptive field. The biological cells involved in this layer are 
the amacrine and ganglion cells: 
•  The amacrine cells [23] [24] work transversely in a similar manner to the horizontal cells of the OPL. They 

can be classified according to the size of their dendritic field into parasol type (large size) and dwarf type (small 
size). 
•  The ganglion cells [25] [26] [27] carry the IPL’s output and present a great morphological diversity, which 

leads to the creation of specialized functional pathways. They differentiate the information coming directly from 
the OPL, and that modified by the amacrine cells. Different visual characteristics are extracted depending on the 
pathway taken: namely, luminance, movement contrast, and luminance contrast for the parvocellular (P), mag- 
nocellular (or M), and koniocellular (or K) pathways, respectively [28]. 

There are three types of ganglion cells [29]: 
•  The K cells are less understood and may estimate the luminance and contrast at lower resolutions. 
•  The M cells are large, phasic (best sensitivity to temporal modulations), and fast. They transmit the percep- 
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Figure 2. Schema of the retina’s functional architecture. 

 
tion of movement and scotopic information with little redundancy. These cells are sensitive to low spatial fre- 
quencies (coarse motifs or large objects) and to high temporal frequencies. 
•  The P cells form the great majority. They are small, tonic (with lower sensitivity to temporal modulations), 

slow, and mostly located in the central retina. They are the headquarters of visual acuity and so encode the exact 
position of stimuli and their color. They are sensitive to high spatial frequencies (fine details or small objects) 
and low temporal frequencies. 

This description of retinal processing highlights the fact that the retina filters input images to differentiate 
their spatial, temporal, and chromatic aspects and process these separately in parallel. Our study focuses on a 
model that reproduces the first two functions while preserving the biological architecture. 

These three pathways convey the information from cones and form different layers in the primary visual 
areas. 

2.2. Major Contribution of Our Works 
In computer vision, many works lead separated developments in researching static or dynamic clues in images. 
This publication shows that existing knowledge in neurobiology makes an open realization possible, for an im- 
plementable and versatile architecture that can respond to problems of pattern recognition or motion in scenes. 

Our works are based on simplified pathways M and P, to realize an architectural and functional modeling of the 
mammalian biological retina. 

The choice of a distributed architecture based on cellular automata allowed us to introduce more capabilities of 
local adaptations to our algorithm. 

3. Algorithmic Approach to the Retina 
Our modeling is inspired by the many studies on biological retinas [9] [15] [30] and in particular the models 
presented by W.H. Beaudot [31] [32]. To capture the dynamic aspect of the information processing performed 
by the retina, our approach is based on the continuous filming of a scene. 

3.1. Retinal Architecture 
Our model architecture is a reasoned choice derived from the architecture of the biological system. For our study, 
cell densities and receptive fields are considered homogeneous, which means that we are actually considering 
local properties. We have implemented the P and M pathways. For the M pathway, we have followed the dia- 
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gram described in paragraph 2.1.2. For the P pathway, we use as a reference the luminance of the horizontal 
cells of the M pathway. Thus, in terms of functionality: 
•  Depending on the type of pathway, cells are set differently. 
•  The just noticeable difference threshold (JND) or just noticeable differential threshold of Weber and Fech- 

ner’s works introduce discrimination of sensory systems capabilities.  
•  The ON and OFF pathways are created [33]. 
We have used cellular automata (CA) [4] [34] because they lean on discrete principles and thus avoid the 

complex equations that would otherwise be required to model the problem. Cellular automata are grids of cells 
[35] having common geometric properties. After initialization, all cells in the grid change or update their state 
(each cell may be in one of a finite number of possible discrete states) simultaneously according to fixed update 
rules for each cell type. They offer us a simple approach, from both the architectural and behavioral points of 
view, for modeling the local properties of the retinal layers [5] [36]. A cellular automaton is a dynamic spatial 
model allowing the contents of the cells to change according to local transition rules that apply to all cells in the 
same way at each time step. The new generation is created according to some fixed rule (generally, a mathemat-
ical function) that determines the new state of each cell in terms of its current state and the states of the cells in 
its neighbourhood. 

In our algorithm, each cell is assigned the task of processing the luminance of one pixel of a grayscale image 
[37]. Each layer of the biological retina is modelled in our system by a mesh of square cells. There are three 
types of layers in our model: transduction (cones), regularization (horizontal and amacrine cells), and finally 
differentiation (bipolar and ganglion cells). They are implemented as follows: 
•  The transduction layer is a spatiotemporal frequency filter with wide bandwidth. This filter is primarily a 

function of gain driven by the average value of the local luminance. 
•  Adjustment layers behave as space-time low-pass filters. 
•  The differentiation layers use difference operators. 
Our model uses videos as stimuli for the CA operations. The video frame sampling sets the time step for data 

processing t . The spatial scale is defined by the ( )x y−  coordinates of the pixels in the frame. 
The retinal architecture consists of five cellular automata. For the OPL, it implements the cone layer and ho- 

rizontal cells, and for the IPL, it implements the amacrine and ganglion layers. At each new frame, the layers are 
processed sequentially from the cone layer toward the ganglionic output layer. The execution of each cellular 
automaton is iterative until a comprehensive stabilization is reached, when all cells are pending global synchro- 
nization. This global synchronization step is necessary because cells can be configured individually and their 
processing times may vary. For planning, controlling, and scheduling actions, a supervisor acts directly on the 
CA to set the cells. 

3.2. Our Model Using Cellular Automata (Figure 3) 
A cellular automaton is a system with elements called cells. Each cell has an activity that results in a single-state 
machine. The settings can be individualized to mimic, for example, the properties of cells depend on their envi- 
ronment (luminance, local contrast…) and the layer they belong to. The CA is a network of interconnected cells 
and the characteristics of this network are its topology. The mesh size of an image being square, our choice fell 
on a typology of eight neighbors, called the Moore neighborhood [35] and illustrated in Figure 4. 

Transition rules define the nature of the interactions between cells and are by definition homogeneous and ap- 
plied throughout the cells of the CA. They determine the state to which a cell will evolve for the next iteration 
depending on its current state and the states of its neighbors. The cell ( ), ,x y t  localized at line y , column x , 
and time t  has: 
•  a state ( ), ,s x y t  that represents its processing status; 
•  a neighborhood ( ),x y  comprising spatially adjacent cells. 
The T  transition is applied to all the cells. It calculates the future state ( ), , 1s x y t + , which depends on the 

initial state ( ), ,s x y t  and the outputs of the eight cells in the neighborhood ( ),x y . 

3.2.1. Model of the Cells 
Spatiotemporal filtering performed by the cells of the automaton consists in two cascaded processing steps: 
•  The spatial filtering component uses morphological smoothing [38]. 
•  The temporal component is a high-pass or low-pass filter, which is defined as a hybrid of morphological  
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Figure 3. Our modeling of the retinal pathways P and M. 

 

 
Figure 4. The space support of the 2D CA is the discrete plan of an image. The resultant 
image is obtained by the application of local rules incorporated in each cell, correspond-
ing to each image pixel. 

 
and linear filtering [39]. 

The first objective of these filters is to reduce noise in image sequences but they also permit the discrimina- 
tion of objects in the scene. The following two paragraphs illustrate the results obtained for two filtering algo- 
rithms. The filtering algorithms implemented in the CA network are detailed in paragraph 3.2.4. 

3.2.2. Spatial Filtering 
The spatial filter is an iterative midpoint filter [40]. It uses linear filtering properties and nonlinear properties of 
the morphological type. The kernel of the midpoint filter is applied in cascade cn  times (positive integer) to 
adjust the intensity of the desired smoothness. It implements dendritic spreading cells and automatically creates 
an impulse response of 2 1cn⋅ +  in diameter, more or less extended in the resultant image. This filtering step 
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requires cn  iterations. 
The kernel midpoint (Equation (1)) calculates on each pixel p  at the position ( ),x y  the average of the 

minimum and maximum (MIN and MAX) values in the Moore neighborhood  . Although slightly more ex- 
pensive in calculation time, it gives good results in additive Gaussian or uniform noise mitigation. The results 
(Figure 5) are close to those from the binomial filter, but our filter gives stronger smoothing for the same num- 
ber of iterations. 

( )
( )( ) ( )( )MIN , MAX ,

,
2

ime x y ime x y
ims x y

+
=                         (1) 

3.2.3. Temporal Filtering 
The temporal filter component is a hybrid IIR filter (both Infinite Impulse Response filter and temporal mor-
phological midpoint). Figure 6 compares the contribution of the hybrid IIR with the response of the IIR filter 
given by Equation (2). These spatial and temporal cellular treatments are separable; we simplify the simulation 
to reflect only the influence of temporal filtering. 
 

  
Figure 5. Spatial filtering: comparison of results of the midpoint filter with a pseudo-Gaussian FIR (binomial kernel) on 
line 450 of video frame 850 ( )100cn =  of the video sequence at http://i21www.ira.uka.de/image_sequences/. 

 

 
Figure 6. Temporal filtering of cells: comparison between the methods IIR 
and hybrid IIR. The forgetting coefficient ca  is set to 0.05 (response time 
for a step reference input signal forgetting coefficient at 50% = 13 frames. 

http://i21www.ira.uka.de/image_sequences/
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The hybrid IIR filter implemented in our cells gives a response close to the following filter response. 

( ) ( ) ( ) ( ), , , , 1 , , 1c cims x y z a ime x y t a ims x y t= + − ⋅ −⋅                          (2) 

A difference in behavior appears during transitions in the input signal. Cells load or unload themselves very 
quickly during fast stimuli. This gives a better reactivity to events while maintaining the properties of temporal 
regularization of the signal. 

In Equation (3), the coefficient 𝑎𝑎𝑐𝑐  included between [ [1,0−  or ] ]0,1  is called the forgetting coefficient, 
from the forgetful morphological filtering component of the cell. Stronger absolute values result in a low-per- 
sistence cell that is a consequence of the rapid discharge of its excitation. The sign of the coefficient determines 
the role of the layer (positive for an adjustment and negative for a differentiation) 

( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( ) ( )( )

, , , , 1 MAX , , , , , 1

, , , , 1 MIN , , , , , 1
c c

c c

M x y t a ime x y t a ime x y t M x y t

m x y t a ime x y t a ime x y t m x y t

⋅ ⋅= + − −

= + − ⋅ −⋅
                 (3) 

( )
( ) ( )( )

( ) ( ) ( )( )
if 0 then :1 2 , , , ,

, ,
else : , , 1 2 , , , ,

c
s

a M x y t m x y t
im x y t

ime x y t M x y t m x y t

 > ⋅ += 
− ⋅ +

 

This filter has the property of quickly revealing variations in high-amplitude signals while gradually reducing 
the oldest variations. The cell treatment parameterized with ca  assigns a maximum response time of 50% T, 
given in Equation (4), where fps  is the number of frames per second of the processed video and Log  is the 
natural logarithm. 

( )
( )

1 Log 0.5
for 1

Log 1 c
c

T fps a
a

−
 

= ×  ≠
 − 

                          (4) 

3.2.4. The Cellular Finite-State Machine 
Each cell has an activity translated by its own finite-state machine (FSM). The settings are individualized to ad- 
just, for example, the properties of cells according to their environment (luminance, local contrast …). 

The FSM shown in Figure 7 uses a sequence of five states to realize the cellular filtering: 
•  State 0: Initial stage and acquisition of the input signal from the cell. 
•  State 1: An iteration of spatial filtering. 
•  State 2: Update of the intermediate result of the spatial filtering—Equation (1). 
•  State 3: Temporal filtering and update of the final result—Equation (3). 
•  State 4: Output of the final result, and waiting for global synchronization of the CA. 
The conditions governing transitions between the states are given in Table 1. 

 

 
Figure 7. Flowchart of the cellular FSM. 
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The parameters ts  and 1ts +  (current and future states in Table 2) are handled separately in the FSM in 
Figure 7. 

Step 3 of the algorithm (Table 3) above corresponds to the Equation (3) with a simplified notation. Thus 
1M −  matches ( ), , 1M x y t − , 1m−  corresponds to ( ), , 1m x y t −  and the last line handles recursion. 

3.3. Adaptation Mechanisms 
The retina, in its first layers of cells, has mechanisms to adjust the response of the photoreceptors according to 
the level of illumination [41]. 

3.3.1. Feedback between Horizontal Cells and Cones 
The sensitivity adjustment (phototransduction) of the photoreceptors to the local luminance [42] is carried out 
 

Table 1. FSM conditions. 

Transition Condition 

c01 ( ) ( ) ( )0 1 0c c cn a a> ≤ ≠   

c03 ( ) ( ) ( )0 1 0c c cn a a= ≤ ≠   

c04 else 

c12 true 

c21 0cn >  

c23 0cn =  

c34 true 

c44 true 

 
Table 2. Data structure for each cell. 

Identifying Function 

INPUTS 

in Current input 

cn  Iteration count (midpoint) 

ca  Forgetting coefficient (hybrid IIR) 

OUTPUTS 

out Current output 

ts  Current state 

INTERNALS 

,x y  Cell location 

, ,m M moy  Variables used in the calculation (all filters) 

pm, PM Past variable (hybrid IIR) 

nout Future output 

1ts +  Future state 

, , ,n ne e se  Neighborhood pointers 

, , ,s sw w nw  idem 
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using a bio-inspired method that is used in various models ([43] [44]…), which in turn were inspired by the cell 
modeling of Naka and Rushton [45]. These methods model the response of cones using the Michaelis-Menten 
nonlinear function (Figure 8). 

The cone transduction CT  in Equation (5) is applied to the P and M pathways in Figure 3. CT  performs a 
dynamic range compression of the cone response cI ′  to give a final result cI . The range compression is ad- 
justed by a coefficient H , calculated in Equation (6). The factor ] [( )0,H ∈ ∞  can adjust the intensity of the 
feedback loop (Figure 9). 

( ) ( )( ) ( )( ) ( )
( ) ( )

Normalisation
Michaelis-Menten

, ,
, , , , 255 , ,

, , , ,c
c

c
C c

I x y t
I x y t T I x y t H x y t

I x y t H x y t
′

′= = + ×
′ +



                  (5) 

The compression factor H  is calculated starting from an estimate hI  from hI  without dynamic range 
compression. This estimate is calculated using the dynamic range expansion bI  applied with a lag of one frame. 
The stability of this system has been experimentally verified. The formalization of the automatic loop is not the 
subject of this article. The constant 0H  maximizes the intensity of the range compression, and hI  modifies it 
according to the intensity of local brightness. 
 

Table 3. Operations associated with the states. 

State Operation 

0 nout in←  

1 ( ) ( )MIN ; MAXm nout M nout← ←   

2 ( ) 2; 1c cnout m M n n← + ← −  

3 

( ) ( )11 MIN ; ;c cm a nout a nout m−← ⋅ + − ⋅  

( ) ( )11 MAX ; ;c cM a nout a nout M −← ⋅ + − ⋅  

( )0 2;ca nout m M> ⇒ ← +  

( )0 2;ca nout in m M< ⇒ ← − +  

1 1; ;m m M M− −← ←  

4 out nout←  

 

 
Figure 8. Dynamic pseudologarithmic range-compression transfer functions 

( )CT p  of the cones. 
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Figure 9. Temporal cell responses , ,c h bI I I  to stimulation without and with the feedback loop ( 0 1000H =  and 10 respec-
tively, for 0.05ca = ). 

 

( ) ( )0, , , , 1hH x y t H I x y t= + −                                  (6) 

Equation 7 gives the calculation to obtain the local estimate of the luminance ( )HI p , which is then used in 
the feedback loop to adjust the signal transduction of the P and M cone cells. 

( ) ( )( ) ( )
( ) ( )

( , , ) ,
, , , ,

255 , , ,
h

h E h
h

I x y t H x y
I x y t T I x y t

H x y I x y t
×

= =
+ −

                          (7) 

A time-domain simulation in Figure 9 shows the results obtained on a temporal profile of the luminance of a 
pixel. 

3.3.2. JND Threshold 
The threshold JND of Figure 3 acts on the outputs of the bipolar P cells. These biologically inspired thresholds 
set the output to 0 when it is not significant according to some criterion. The psychophysical measurement 
linked to the ability of a subject to discriminate between two levels of stimulation is the JND [46]. There are 
many models for this threshold of perception. We have used Weber’s law as our criterion; it defines the contrast, 
for example wC  [42], used in our implementation. 

Δorb
w w

b b

I I IC C
I I
−

= =                                    (8) 

I  and bI  represent the luminances of an object and its background, respectively. This action applies in the 
restrictive case where the observed object is smaller than its background. In our case, ΔI  (the variation of the 
input image) can be classified at the exit of a bipolar cell and at the exit of a horizontal cell. The value obtained 

wC , allows us to compute a threshold at the output of the bipolar cell, such as the following rule, where bt  is a 
globalized image threshold included in [ [0,1 : 

( )
( )

,
,

b
w

h

im x y
C

im x y
=                                       (9) 

( ) ( )
0 if

,
, else

w b
b

b

C t
Im x y

im x y
<= 


 

4. Results 
To illustrate the operation of our retina model, we applied our algorithms to sequences of real images and also to 
artificial sequences for a better demonstration of the system operation. Thus, we obtained results at different 
stages of processing and for different adaptations of mechanisms observed in the OPL.  
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The experimental conditions are detailed in the annexes. 

4.1. OPL Output Results 
Figure 10 shows the outputs of the OPL for a video frame (The ON - OFF bipolar pictures are signed and dis- 
played in 256 gray levels with a reference of 0 for level 128). The bipolar layers of the OPL give a signal hig- 
hlighting sharp contrasts. These visual indications highlight the objects observed in the scene. Thus in the 
processed video, we observe the contrasts that describe the forms of the objects in the scene, such as buildings, 
pedestrians, cars… 

The bipolar layers at this level of perception highlight the shapes of the objects by zones of overcurrent. The 
following paragraph applies this visual processing step by simulating in our architecture the biological proper- 
ties of the retinal system, such as: 
•  the variable density of cone photoreceptors on the surface of the retina; 
•  the adaptive and nonlinear transduction of cones depending on the luminance. 
These demonstrations illustrate the adaptability of our architecture. 

4.1.1. Modeling of the Fovea 
This section presents a model of the P OPL pathway, taking into account the variable density distribution of the 
cones on the retina as shown in [18]. Thanks to cellular automata, individualized settings of cells allow us to 
differentiate the local processing based on the pixel position in the image to which the cell corresponds. There- 
fore, the variable coefficients of the P cone cn  allow us to model the foveal and parafoveal perception of the 
cones that cover the retina (Figure 11). 

We observe a concentration ratio of about 20 (from 7000 to approximately 140,000 cones per mm²) between 
the foveal and the parafoveal areas. To simulate this property, we have approximated the distribution by the size 
modulation of the cone field receptors with the variation of the parameter cn  according to the Gaussian law 10, 

 

   
Original                              Cones-P                           Horizontals-M 

   
Bipolars-P ON                        Bipolars-P OFF                     Bipolars-P ON - OFF 

Figure 10. OPL P pathway results. Video at http://i21www.ira.uka.de/image_sequences/. 

http://i21www.ira.uka.de/image_sequences/
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shown in Figure 11, as a function of θ , the angular position of the cone in relation to the optical axis of the eye, 
as follows. 

( ) ( )min min max 2

²1 exp
f

rnc r nc nc nc
r

  
 = + − ⋅ − −     

                           (10) 

With ( ) ( )222 2 2x yr x N y N= − + − , min 1nc = , max 20nc = , 2 100fr =  and ( ),x yN N  represents the im-
age size. 

In Equation (10), minnc  and maxnc  fix the coefficients cn  of the cones for the foveal and parafoveal areas, 
respectively. This leads to an approximation of 20 for the concentration ratio. fθ  restores the spreading of the 
foveal vision. The foveal area is set to 15± , considering that the vision field of the scene is 90. In this simu- 
lation, fr  is set to more spread the fovea area to make it globally observable in the middle of the frame.  

Figure 12 shows the results. We observe at the output of the OPL an image divided into two areas: 
•  a peripheral zone of low resolution simulating parafoveal vision; 
•  a central zone reduced in size but with high resolution. 

 

 

 
Figure 11. Density of receptors found in the human retina. Distribution of 
rods and cones along a line passing through the fovea and the blind spot 
of a human eye. Reproduced from Mustafi [18]—distribution modeling of 
the cones and the adjustment of corresponding nc values. 
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(a) Original                                   (b) Cones-P 

  
(c) Bipolars-P ON                               (d) Bipolars-P OFF 

Figure 12. Modeling of the fovea: the original web video and the OPL P pathway results. Vid-
eo at {http://i21www.ira.uka.de/image_sequences 

 
In a similar way to the biological retina, we obtain two complementary results. The first one has low resolu- 

tion in the periphery of the field of vision, and the second one has high resolution in the center (Figure 12 (b)). 

4.1.2. Cone Phototransduction 
The video frame in Figure 13 presents a scene under low lighting. The outputs of the various cells forming the 
OPL layer (The ON - OFF bipolar pictures are signed and displayed in 256 gray levels with a reference of 0 for 
level 128) are shown.  

The P results are compared with and without the feedback loop of M horizontals for signal transduction of the 
cones. We notice a significant and automatic increase in contrast in the dark zones of the images. Figure 13(d) 
shows the estimation of the horizontal cells exploited by the feedback loop to induce the signal transduction of 
cones. 

We note that the contrast in dark areas is increased compared with the one in bright areas. This property is 
found in the luminance perception of the biological retina. 

4.2. IPL Output Results 
The video frame in Figure 14 presents a scene with objects in motion. The layers of ganglion M cells deliver a 
signal that immediately highlights the events shown in the video. The events are of different nature, such as 
movement or the appearance or disappearance of objects. In the video, the tram and some pedestrians are mov- 

http://i21www.ira.uka.de/image_sequences
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(a) Original                                        (b) Horizontals-M 

  
(c) Horizontals-M: H0 = 10                       (d) Horizontals Feedback: H0 = 10 

  
(e) Bipolars-P ON - OFF without feedback                   (f) Bipolars-P ON - OFF: H0 = 10 

Figure 13. OPL P pathway results with and without the feedback of the horizontals for signal transduction 
of the cones. Video of the film “North by northwest” by A. Hitchcock. 

 
ing, and they are perfectly highlighted by areas of peaks of luminance (positive or negative—The ganglion pic- 
tures are signed and displayed in 256 gray levels with a reference of 0 at level 128) at the output of the M path- 
way. 

Therefore, we obtain images exclusively highlighting objects in motion by the elimination of static objects. 
These results localize the events (displacement, appearance/disappearance) and indicate areas of interest. The 
following paragraph applies the same visual processing step to simple synthetic images for a behavioral analysis 
of M ganglion cells. 

4.3. Dynamic Response 
The dynamic properties of the retina are more understandable when the model is applied to a synthetic video. 
We have chosen two videos of 100 frames of 512 by 512 pixels. These results do not take into account the feed- 
back of horizontal cells to cones, which would accentuate the signals obtained. 

This section presents the results from the M layer for the following cases: 
•  The first relates to the movement of two objects in opposite directions at the same speed. This test is de-

signed to show that the results obtained by our modeling approach the results already obtained by [47]. 
•  The second focuses on events such as the appearance and disappearance of objects in a scene. 

4.3.1. Object Movement 
Figure 15 shows the results for two squares moving in opposite directions in the scene (object speed = 2 pixels/ 
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(a) Original                              (b) Ganglions-M ON 

  
(c) Ganglions-M OFF                       (d) Ganglions-M ON - OFF 

Figure 14. IPL M pathway results. Video url: http://i21www.ira.uka.de/image_sequences 
 

  
(a) Movement from left to right                              (b) Movement from right to left 

 
Figure 15. IPL M pathway results: responses to stimuli from moving objects.                                  
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frame). 
The graph on the left shows the response profiles of the IPL for the square moving from the left to the right, 

and the graph on the right shows the results for the second square moving in the opposite direction. Our results 
agree with those obtained by Beaudot [32]. The cell temporal filtering shows artefacts in the form of a trail when 
objects move in the image. This effect contributes to the smoothing of the contrast. 

The outputs of the M cells show that we can model the detection of movement by studying the zero crossings 
of the three ways. The following Table 4 gives passage configurations to zeroes in functions of the direction of 
the movement and the sign of the luminance variation. 

The two channels ON and OFF contribute to the output of the ON - OFF channel and reflect the intensity re- 
lated to the direction of the displacement. 

4.3.2. Appearance or Disappearance of Objects 
The Figure 16 shows the results for two squares, one of which appears and then disappears in the scene. The 
bandwidth of the IPL is fixed by the coefficient ca , which has an absolute value of 0.1 for the testing. An at- 
tenuation of 50% is achieved in 5.6 frames (Equation (4)) for a stationary object. The filtering by the IPL gives a 
rapid and strong response to any temporal events, by which allows us to analyze the movement of objects by, in 

 
Table 4. Zero crossing appearances in M pathways in function of events. 

Events Rising edge Falling edge 

Positive speed ON - OFF 
ON 

ON - OFF 
OFF 

Negative speed ON - OFF 
OFF 

ON - OFF 
ON 

 

   
(a) Ganglions-M ON                     (b) Ganglions-M OFF                    (c) Ganglions-M ON - OFF 

   
(d) Ganglions-M ON                      (e) Ganglions-M OFF                   (f) Ganglions-M ON - OFF 

   
(g) Original                        (h) Object appearance                 (i) Object disappearance 

Figure 16. IPL M pathway results: responses to stimuli from the appearance (a), (b), (c) and disappearance of an object.      
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the scene as well as the appearance or disappearance of immobile objects over time. 
The Figure 16 introduces the phenomena of appearance and disappearance. The IPL instantly responds to the 

appearance or disappearance of an object, and then the response fades out gradually. 

5. Conclusions 
Our simulation architecture is derived from the architectural and functional modeling of biological vision sys- 
tems, and it offers an alternative to conventional modeling methods. We use operators whose properties aresi- 
milar to those of cells in biological models and which retain the temporal and spatial characteristics of those 
models. 

Our retina imitates visual perception by discriminating among important details in a sequence of images. The 
cell modeling is a simple combination of morphological and linear filters. The spatiotemporal cellular operator 
is adaptive; this is demonstrated for the cone cells, which show transduction sensitive to lighting conditions. 

Our architecture simultaneously isolates fixed and mobile objects in the same scene. The model allows the 
matching conservation of information during all stages of processing. 

We have developed a versatile and robust temporal operator responsive to light conditions. This global oper- 
ator can detect the edges and movements of objects. It also highlights fixed and mobile areas of interest in a 
scene. It is very sensitive to the appearance and disappearance of objects in snapshots of a scene. 

Our modular and distributed architecture based on cellular automata is being developed with the goal of im- 
plementing real-time parallel processors such as those in [48]. We have validated the approach to the architec- 
ture of the retina described in [49], and other approaches would allow access to real-time processing through the 
use of routable logic circuits [50]. 

These works are a first step toward the modeling of functional pathways (P and M). Therefore, as in reality, 
our goal is to simulate these pathways collaboration with the first cortical areas to locate and identify objects in a 
scene.  

Our model adapts itself to many different scenes while relying on data acquired without a priori knowledge. It 
currently has a feedback loop between the horizontal cells and the signal transduction of the cone cells. This is a 
first step toward modeling adaptation phenomena within the OPL and IPL of the retina. 
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Annexes 
Simulations have been performed with the settings below. The modifications of parameters required to realize 
some of the tests have been described in the article itself.  

Parvocellular pathway settings: 
•  Cones-P: 1cn =  and 1ca =  
•  Bipolars-P: 0.01bt =  
Magnocellular pathway settings: 
•  Cones-M: 5cn =  and 1ca =  
•  Horizontals-M: 50cn =  and 0.5ca =  
•  Bipolars-M: 0.01bt =  
•  Ganglions-amacrines-M: 0cn =  and 0.1ca = −  
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