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#### Abstract

This paper aims to present, in a unified manner, algebraic techniques for linear equations which are valid on both the algebras of quaternions and split quaternions. This paper, introduces a concept of v-quaternion, studies the problem of $v$-quaternionic linear equations by means of a complex representation and a real representation of v -quaternion matrices, and gives two algebraic methods for solving v-quaternionic linear equations. This paper also gives a unification of algebraic techniques for quaternionic and split quaternionic linear equations in quaternionic and split quaternionic mechanics.
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## 1. Introduction

A quaternion, which was found in 1840 by William Rowan Hamilton [1], is in the form of $q=q_{1}+q_{2} \mathrm{i}+q_{3} \mathrm{j}+q_{4} \mathrm{k}, \quad \mathrm{i}^{2}=\mathrm{j}^{2}=\mathrm{k}^{2}=-1, \quad \mathrm{ijk}=-1$, where $q_{1}, q_{2}, q_{3}, q_{4} \in \mathbf{R}$, and $\mathrm{ij}=-\mathrm{ji}=\mathrm{k}, \mathrm{jk}=-\mathrm{kj}=\mathrm{i}$, $\mathrm{ki}=-\mathrm{ik}=\mathrm{j}$. Quaternion algebra has been playing a significant role recently in geometric and physical applications, many geometric problems can be represented by quaternions. In paper [2], the authors showed that a unit timelike quaternion represents a rotation in the Minkowski 3 space, and expressed Lorentzian rotation matrix generated
with a time like quaternion. In paper [3], the authors studied the problem of using quaternions in unconstrained nonlinear optimization of 3-D rotations, and gave an easy and accurate method for applying the quaternion representation of 3-D rotations.

A split quaternion (or coquaternion), which was found in 1849 by James Cockle [4], is in the form of $q=q_{1}+q_{2} \mathrm{i}+q_{3} \mathrm{j}+q_{4} \mathrm{k}, \mathrm{i}^{2}=-1, \mathrm{j}^{2}=\mathrm{k}^{2}=1$, $\mathrm{ijk}=1$, where $q_{1}, q_{2}, q_{3}, q_{4} \in \mathbf{R}$, and $\mathrm{ij}=-\mathrm{ji}=\mathrm{k}, \mathrm{jk}=-\mathrm{kj}=-\mathrm{i}, \mathrm{ki}=-\mathrm{ik}=\mathrm{j}$ and denotes the sets of quaternions and split quaternions respectively by $\mathbf{H}$ and $\mathbf{H}_{s}$. The quaternion ring $\mathbf{H}$ and the split quaternion ring $\mathbf{H}_{s}$ are two associative and noncommutative 4-dimensional Clifford algebras, and the split quaternion ring $\mathbf{H}_{s}$ contains zero divisors, nilpotent elements and nontrivial idempotents. In paper [5], the authors stated the rotations in Minkowski 3 space by split quaternions. In paper [6], the authors studied dual split quaternions and screw motion in 3-dimensional Lorentzian space, and obtained the components of a dual split quaternion by replacing the L-Euler parameters with their split dual versions. In paper [7], the authors studied eigenvalue problem of a rotation matrix in Minkowski 3 space by using split quaternions, and gave the characterizations of eigenvalues of a rotation matrix in Minkowski 3 space according to only first component of the corresponding quaternion. Quaternions and split quaternions in the study of geometry and physic are more than those, e.g. [8]-[13].

A v-quaternion is in the form of

$$
\begin{equation*}
q=q_{1}+q_{2} \mathrm{i}+q_{3} \mathrm{j}+q_{4} \mathrm{k}, \mathrm{i}^{2}=-1, \mathrm{j}^{2}=v, \mathrm{ij}=-\mathrm{ji}=\mathrm{k}, \tag{1.1}
\end{equation*}
$$

in which $0 \neq v \in \mathbf{R}, \quad q_{1}, q_{2}, q_{3}, q_{4} \in \mathbf{R}$, and $\mathrm{k}^{2}=\mathrm{ijk}=v, \quad \mathrm{jk}=-\mathrm{kj}=-v \mathrm{i}$, $\mathrm{ik}=-\mathrm{ki}=-\mathrm{j}$. Let $\mathbf{H}_{v}$ denote the set of v -quaternion. Obviously, the set of all v-quaternion is also a noncommutative 4-dimensional Clifford algebra. Specially, when $v=-1$, the ring of the v-quaternion $\mathbf{H}_{v}$ is the ring of the quaternion $\mathbf{H}$; when $v=1$, the ring of the $v$-quaternion $\mathbf{H}_{v}$ is the ring of the split quaternion $\mathbf{H}_{s}$.

In the geometry research and physical application of quaternion and split quaternion, the problems of solving quaternionic and split quaternionic equations are often encountered. In paper [14], by means of a complex representation of quaternion matrices, the authors studied the problems of quaternionic linear equations, and gave an algorithm for quaternionic linear equations. In paper [15], by means of a complex representation and a real representation of split quaternion matrices, the authors studied the split quaternionic least squares problem, and derived two algebraic methods for finding solutions of the problems in split quaternionic mechanics. For the problems of quaternions and split quaternions, the scholars need to discuss by classification. However, as two special cases of four-dimensional algebra, it is of theoretical and practical significance to solve them in a unified way. This paper aims to present, in a unified manner, algebraic techniques for linear equations which are valid on both the algebras of quaternions and split quaternions. This paper, by means of a complex represen-
tation and a real representation of $v$-quaternion matrices, studies the problem of v-quaternionic linear equations, and gives two algebraic methods for solving v -quaternionic linear equations. This paper also gives a unification of algebraic techniques for quaternionic and split quaternionic linear equations in quaternionic and split quaternionic mechanics.

Let $\mathbf{R}$ be the real number field, $\mathbf{C}=\mathbf{R} \oplus \mathbf{R i}$ the complex number field. If $q=q_{1}+q_{2} \mathrm{i}+q_{3} \mathrm{j}+q_{4} \mathrm{k} \in \mathbf{H}_{v}, \quad \bar{q}=q_{1}-q_{2} \mathrm{i}-q_{3} \mathrm{j}-q_{4} \mathrm{k}$ is the conjugate of $q$. For any matrix $A=\left(a_{s t}\right) \in \mathbf{H}_{v}^{m \times n}, \quad \bar{A}=\left(\bar{a}_{s t}\right), \quad A^{\mathrm{T}}=\left(a_{t s}\right), \quad A^{*}=\left(\bar{a}_{t s}\right), \quad A^{-1}$ denote the conjugate, the transpose, the conjugate transpose and the inverse of the matrix $A$, respectively.

This paper is organized as follows. In Section 2, we give two new matrix representations of v-quaternion matrix, and discuss some properties and conclusions of complex representation and real representation of $v$-quaternion matrices. In Section 3, we present the complex representation method for solving v-quaternionic linear equations and some numerical examples. In Section 4, we present the real representation method for solving v-quaternionic linear equations and some numerical examples. In Section 5, we summarize this paper.

## 2. Complex Representation and Real Representation of V-Quaternion Matrices

For any v -quaternion matrix
$A=A_{1}+A_{2} \mathrm{i}+A_{3} \mathrm{j}+A_{4} \mathrm{k}=\left(A_{1}+A_{2} \mathrm{i}\right)+\left(A_{3}+A_{4} \mathrm{i}\right) \mathrm{j}=B_{1}+B_{2} \mathrm{j} \in \mathbf{H}_{v}^{m \times n}$,
$A_{1}, A_{2}, A_{3}, A_{4} \in \mathbf{R}^{m \times n}, B_{1}, B_{2} \in \mathbf{C}^{m \times n}$, the complex representation $A^{C}$ of the v -quaternion matrix $A$ is defined to be

$$
A^{C}=\left[\begin{array}{cc}
B_{1} & v B_{2}  \tag{2.1}\\
\bar{B}_{2} & \bar{B}_{1}
\end{array}\right],
$$

and the real representation $A^{R}$ of the v-quaternion matrix $A$ is defined to be

$$
A^{R}=\left[\begin{array}{cccc}
A_{1} & -A_{2} & v A_{3} & v A_{4}  \tag{2.2}\\
A_{2} & A_{1} & v A_{4} & -v A_{3} \\
A_{3} & A_{4} & A_{1} & -A_{2} \\
A_{4} & -A_{3} & A_{2} & A_{1}
\end{array}\right]
$$

For any v-quaternion matrix $A, B \in \mathbf{H}_{v}^{m \times n}, C \in \mathbf{H}_{v}^{n \times p}, a \in \mathbf{R}$, for $\sigma \in\{C, R\}$, it is easy to prove the following equalities by direct calculation.

$$
\begin{equation*}
(A+B)^{\sigma}=A^{\sigma}+B^{\sigma},(a A)^{\sigma}=a A^{\sigma},(A C)^{\sigma}=A^{\sigma} C^{\sigma}, \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
Q_{m}^{-1} A^{C} Q_{n}=\overline{A^{C}} \tag{2.4}
\end{equation*}
$$

where $Q_{t}=\left[\begin{array}{cc}0 & v I_{t} \\ I_{t} & 0\end{array}\right]$.
Similarly, by direct calculation we get the following results.

$$
\begin{equation*}
P_{m}^{-1} A^{R} P_{n}=A^{R}, R_{m}^{-1} A^{R} R_{n}=A^{R}, S_{m}^{-1} A^{R} S_{n}=A^{R} \tag{2.5}
\end{equation*}
$$

where $P_{t}=\left[\begin{array}{cccc}0 & -I_{t} & 0 & 0 \\ I_{t} & 0 & 0 & 0 \\ 0 & 0 & 0 & I_{t} \\ 0 & 0 & -I_{t} & 0\end{array}\right], \quad R_{t}=\left[\begin{array}{cccc}0 & 0 & v I_{t} & 0 \\ 0 & 0 & 0 & v I_{t} \\ I_{t} & 0 & 0 & 0 \\ 0 & I_{t} & 0 & 0\end{array}\right]$,
$S_{t}=\left[\begin{array}{cccc}0 & 0 & 0 & v I_{t} \\ 0 & 0 & -v I_{t} & 0 \\ 0 & -I_{t} & 0 & 0 \\ I_{t} & 0 & 0 & 0\end{array}\right]$, and $P_{t}^{-1}=-P_{t}, \quad R_{t}^{-1}=\frac{1}{v} R_{t}, \quad S_{t}^{-1}=\frac{1}{v} S_{t}$.
Lemma 2.1 For two special cases of quaternion $(v=-1)$ and split quaternion $(v=1)$ matrices, clearly by (2.1) and (2.2) the complex representation and the real representation are respectively to be

$$
\begin{gather*}
A^{C}=\left[\begin{array}{cc}
B_{1} & -B_{2} \\
\bar{B}_{2} & \bar{B}_{1}
\end{array}\right], A^{R}=\left[\begin{array}{cccc}
A_{1} & -A_{2} & -A_{3} & -A_{4} \\
A_{2} & A_{1} & -A_{4} & A_{3} \\
A_{3} & A_{4} & A_{1} & -A_{2} \\
A_{4} & -A_{3} & A_{2} & A_{1}
\end{array}\right], A \in \mathbf{H}^{m \times n} .  \tag{2.6a}\\
A^{C}=\left[\begin{array}{cc}
B_{1} & B_{2} \\
\bar{B}_{2} & \bar{B}_{1}
\end{array}\right], A^{R}=\left[\begin{array}{cccc}
A_{1} & -A_{2} & A_{3} & A_{4} \\
A_{2} & A_{1} & A_{4} & -A_{3} \\
A_{3} & A_{4} & A_{1} & -A_{2} \\
A_{4} & -A_{3} & A_{2} & A_{1}
\end{array}\right], A \in \mathbf{H}_{s}^{m \times n} . \tag{2.6b}
\end{gather*}
$$

For any v-quaternion matrix $A \in \mathbf{H}_{v}^{m \times n}$, the $\operatorname{rank} \operatorname{rank}(A)$ of the matrix $A$ is defined to be

$$
\begin{equation*}
\operatorname{rank}(A) \equiv \frac{1}{2} \operatorname{rank}\left(A^{C}\right) \tag{2.7}
\end{equation*}
$$

or

$$
\begin{equation*}
\operatorname{rank}(A) \equiv \frac{1}{4} \operatorname{rank}\left(A^{R}\right) \tag{2.8}
\end{equation*}
$$

By the definition of rank and (2.3), it is easy to get the following results by direct calculation. If $A, B \in \mathbf{H}_{v}^{m \times n}, C \in \mathbf{H}_{v}^{n \times p}$, then $\operatorname{rank}(A+B) \leq \operatorname{rank}(A)+\operatorname{rank}(B)$ and $\operatorname{rank}(A C) \leq \min \{\operatorname{rank}(A), \operatorname{rank}(C)\}$.

## 3. Algebraic Method of Complex Representation

If $A \in \mathbf{H}_{v}^{m \times n}, B \in \mathbf{H}_{v}^{m \times p}$, then by the definition of complex representation and (2.3), $A X=B$ if and only if $A^{C} X^{C}=B^{C}$. That is $A X=B$ has a solution $X$ if and only if $A^{C} Y=B^{C}$ has a solution $Y=X^{C}$.

Theorem 3.1 For $A \in \mathbf{H}_{v}^{m \times n}, B \in \mathbf{H}_{v}^{m \times p}$. Then

1) V-quaternionic linear equations $A X=B$ have a solution if and only if $\operatorname{rank}(A)=\operatorname{rank}(A, B)$, i.e. $A X=B$ has a solution if and only if $A^{C} Y=B^{C}$ has a solution, and if $\operatorname{rank}(A)=\operatorname{rank}(A, B)=n$, then $v$-quaternionic linear equations $A X=B$ have a unique solution.
2) If $Y$ is a solution to $A^{C} Y=B^{C}$, then the following v-quaternion matrix is a solution to $A X=B$,

$$
X=\frac{1}{4}\left[I_{n}, I_{n} \mathrm{j}\right]\left(Y+Q_{n}^{-1} \bar{Y} Q_{p}\right)\left[\begin{array}{c}
I_{p}  \tag{3.1}\\
\frac{1}{v} I_{p} \mathrm{j}
\end{array}\right],
$$

in which $Q_{t}=\left[\begin{array}{cc}0 & v I_{t} \\ I_{t} & 0\end{array}\right]$.
Proof: If $Y$ is a solution of $A^{C} Y=B^{C}$, by (2.4),

$$
\begin{equation*}
A^{C} Y=B^{C} \Leftrightarrow \overline{A^{C}}\left(Q_{n}^{-1} Y Q_{p}\right)=\overline{B^{C}} \Leftrightarrow A^{C}\left(Q_{n}^{-1} \bar{Y} Q_{p}\right)=B^{C} \tag{3.2}
\end{equation*}
$$

i.e. $Q_{n}^{-1} \bar{Y} Q_{p}$ is a solution of $A^{C} Y=B^{C}$, therefore

$$
\begin{equation*}
\hat{Y}=\frac{1}{2}\left(Y+Q_{n}^{-1} \bar{Y} Q_{p}\right) \tag{3.3}
\end{equation*}
$$

is also a solution of $A^{C} Y=B^{C}$. Let

$$
Y=\left[\begin{array}{ll}
z_{11} & z_{12}  \tag{3.4}\\
z_{21} & z_{22}
\end{array}\right] \in \mathbf{C}^{2 n \times 2 p}, z_{t s} \in \mathbf{C}^{n \times p}, s, t=1,2 .
$$

It is easy to get, by direct calculation,

$$
\hat{Y}=\left[\begin{array}{cc}
\hat{z}_{1} & v \hat{z}_{2}  \tag{3.5}\\
\hat{\hat{z}}_{2} & \hat{\hat{z}}_{1}
\end{array}\right] \in \mathbf{C}^{2 n \times 2 p},
$$

in which

$$
\begin{equation*}
\hat{z}_{1}=\frac{1}{2}\left(z_{11}+\bar{z}_{22}\right), \hat{z}_{2}=\frac{1}{2}\left(\frac{1}{v} z_{12}+\bar{z}_{21}\right) . \tag{3.6}
\end{equation*}
$$

By (3.5), we construct a v-quaternion matrix.

$$
X=\hat{z}_{1}+\hat{z}_{2} \mathrm{j}=\frac{1}{2}\left[I_{n}, I_{n} \mathrm{j}\right] \hat{Y}\left[\begin{array}{c}
I_{p}  \tag{3.7}\\
\frac{1}{v} I_{p} \mathrm{j}
\end{array}\right] .
$$

Clearly $X^{C}=\hat{Y}$. This means that $X^{C}=\hat{Y}$ is a solution of $A^{C} Y=B^{C}$, so $X$ is a solution of $A X=B$.

From the statement above we get following results. When the v-quaternionic linear equations $A X=B$ have a solution, we can find a solution by a solution of complex representation equation $A^{C} Y=B^{C}$ from the formula (3.1).

The following two special cases about quaternions and split quaternions come from Theorem 3.1 respectively with $v=-1$ and $v=1$.

Corollary 3.2 For $A \in \mathbf{H}^{m \times n}, B \in \mathbf{H}^{m \times p}$. Then

1) The quaternionic linear equations $A X=B$ have a solution if and only if $\operatorname{rank}(A)=\operatorname{rank}(A, B)$, i.e. $A X=B$ has a solution if and only if $A^{C} Y=B^{C}$ has a solution, and if $\operatorname{rank}(A)=\operatorname{rank}(A, B)=n$, then quaternionic linear equations $A X=B$ have a unique solution.
2) If $Y$ is a solution to $A^{C} Y=B^{C}$, then the following quaternion matrix is a solution to $A X=B$,

$$
X=\frac{1}{4}\left[I_{n}, I_{n} \mathrm{j}\right]\left(Y+Q_{n}^{-1} \bar{Y} Q_{p}\right)\left[\begin{array}{c}
I_{p}  \tag{3.8}\\
-I_{p} \mathrm{j}
\end{array}\right]
$$

in which $Q_{t}=\left[\begin{array}{cc}0 & -I_{t} \\ I_{t} & 0\end{array}\right]$.
Corollary 3.3 For $A \in \mathbf{H}_{s}^{m \times n}, B \in \mathbf{H}_{s}^{m \times p}$. Then

1) The split quaternionic linear equations $A X=B$ have a solution if and only if $\operatorname{rank}(A)=\operatorname{rank}(A, B)$, i.e. $A X=B$ has a solution if and only if $A^{C} Y=B^{C}$ has a solution, and if $\operatorname{rank}(A)=\operatorname{rank}(A, B)=n$, then split quaternionic linear equations $A X=B$ have a unique solution.
2) If $Y$ is a solution to $A^{C} Y=B^{C}$, then the following split quaternion matrix is a solution to $A X=B$,

$$
X=\frac{1}{4}\left[I_{n}, I_{n} \mathrm{j}\right]\left(Y+Q_{n}^{-1} \bar{Y} Q_{p}\right)\left[\begin{array}{c}
I_{p}  \tag{3.9}\\
I_{p} \mathrm{j}
\end{array}\right],
$$

in which $Q_{t}=\left[\begin{array}{cc}0 & I_{t} \\ I_{t} & 0\end{array}\right]$.
In the similarly way, we have the following result.
Theorem 3.4 For $A \in \mathbf{H}_{v}^{m \times n}, C \in \mathbf{H}_{v}^{p \times q}, B \in \mathbf{H}_{v}^{m \times q}$. Then

1) V -quaternionic matrix equation $A X C=B$ has a solution if and only if $\operatorname{rank}(A)=\operatorname{rank}(A, B)$ and $\operatorname{rank}(C)=\operatorname{rank}\binom{C}{B}$, i.e. $A X C=B$ has a solution if and only if $A^{C} Y C^{C}=B^{C}$ has a solution, and if $\operatorname{rank}(A)=\operatorname{rank}(A, B)=n$, $\operatorname{rank}(C)=\operatorname{rank}\binom{C}{B}=p$, then v-quaternionic matrix equation $A X C=B$ has a unique solution.
2) If $Y$ is a solution to $A^{C} Y C^{C}=B^{C}$, then the following v-quaternion matrix is a solution to $A X C=B$,

$$
X=\frac{1}{4}\left[I_{n}, I_{n} \mathrm{j}\right]\left(Y+Q_{n}^{-1} \bar{Y} Q_{p}\right)\left[\begin{array}{c}
I_{p}  \tag{3.10}\\
\frac{1}{v} I_{p} \mathrm{j}
\end{array}\right],
$$

in which $Q_{t}=\left[\begin{array}{cc}0 & v I_{t} \\ I_{t} & 0\end{array}\right]$.
The proof process is similar to the Theorem 3.1.
Remark 1 The above theorems and corollaries not only give the necessary and sufficient conditions for quaternion and split quaternion matrix equations $A X=B, A X C=B$ to have a solution, but also a unification of representation for a solution.

## Example 3.1

Let

$$
A=\left(\begin{array}{cc}
\mathrm{i} & 1+\mathrm{j} \\
-1+\mathrm{j} & -\mathrm{k}
\end{array}\right) \text { and } B=\binom{\mathrm{i}}{-1} \text {. }
$$

Find all solutions of the v -quaternionic linear equations $A X=B$.
By the complex representation of the v -quaternion matrix, we know

$$
A^{C}=\left[\begin{array}{cccc}
\mathrm{i} & 1 & 0 & v \\
-1 & 0 & v & -v \mathrm{i} \\
0 & 1 & -\mathrm{i} & 1 \\
1 & \mathrm{i} & -1 & 0
\end{array}\right], B^{C}=\left[\begin{array}{cc}
\mathrm{i} & 0 \\
-1 & 0 \\
0 & -\mathrm{i} \\
0 & -1
\end{array}\right]
$$

and if $v \neq \frac{7 \pm \sqrt{45}}{2}$, then $\operatorname{rank}\left(A^{C}\right)=\operatorname{rank}\left(A^{C}, B^{C}\right)=4$, i.e.
$\operatorname{rank}(A)=\operatorname{rank}(A, B)=2$, then the $v$-quaternionic linear equations $A X=B$ have a unique solution.

For the matrix equation $A^{C} Y=B^{C}$, the unique solution is easily found to be

$$
Y=\left[\begin{array}{cc}
\frac{-5 v+1}{v^{2}-7 v+1} & \frac{v(1-2 v)}{v^{2}-7 v+1} \\
\frac{-3 v}{v^{2}-7 v+1} \mathrm{i} & \frac{v(-1-v)}{v^{2}-7 v+1} \mathrm{i} \\
\frac{1-2 v}{v^{2}-7 v+1} & \frac{-5 v+1}{v^{2}-7 v+1} \\
\frac{1+v}{v^{2}-7 v+1} \mathrm{i} & \frac{3 v}{v^{2}-7 v+1} \mathrm{i}
\end{array}\right] .
$$

By (3.1), we easily find the unique solution $X$ of v-quaternionic linear equations $A X=B$, and

$$
\begin{aligned}
X & =\frac{1}{4}\left[I_{2}, I_{2} \mathrm{j}\right]\left(Y+Q_{n}^{-1} \bar{Y} Q_{p}\right)\left[\begin{array}{c}
1 \\
\frac{1}{v} \\
\mathrm{j}
\end{array}\right] \\
& =\left[\frac{-5 v+1}{v^{2}-7 v+1}+\frac{1-2 v}{v^{2}-7 v+1} \mathrm{j} \frac{-3 v}{v^{2}-7 v+1} \mathrm{i}-\frac{1+v}{v^{2}-7 v+1} \mathrm{k}\right]^{\mathrm{T}} .
\end{aligned}
$$

The following two examples are special cases of the above conclusion.
Case 1: For quaternionic linear equations $A X=B$ with $v=-1$. It is easy to know $A^{C}$ and $B^{C}$ by (2.6a),

$$
A^{C}=\left[\begin{array}{cccc}
\mathrm{i} & 1 & 0 & -1 \\
-1 & 0 & -1 & \mathrm{i} \\
0 & 1 & -\mathrm{i} & 1 \\
1 & \mathrm{i} & -1 & 0
\end{array}\right], B^{C}=\left[\begin{array}{cc}
\mathrm{i} & 0 \\
-1 & 0 \\
0 & -\mathrm{i} \\
0 & -1
\end{array}\right]
$$

and $\operatorname{rank}\left(A^{C}\right)=\operatorname{rank}\left(A^{C}, B^{C}\right)=4$. Clearly, the linear equations $A^{C} Y=B^{C}$ have a unique solution. The unique solution is easily found to be

$$
Y=\left[\begin{array}{cc}
\frac{2}{3} & -\frac{1}{3} \\
\frac{1}{3} \mathrm{i} & 0 \\
\frac{1}{3} & \frac{2}{3} \\
0 & -\frac{1}{3} \mathrm{i}
\end{array}\right]
$$

By (3.8), we easily find the unique solution $X$ of quaternionic linear equations
$A X=B$, and

$$
X=\frac{1}{4}\left[I_{2}, I_{2} \mathrm{j}\right]\left(Y+Q_{n}^{-1} \bar{Y} Q_{p}\right)\left[\begin{array}{c}
1 \\
-\mathrm{j}
\end{array}\right]=\left[\frac{2}{3}+\frac{1}{3} \mathrm{j} \quad \frac{1}{3} \mathrm{i}\right]^{\mathrm{T}}
$$

Case 2: For split quaternionic linear equations $A X=B$ with $v=1$. It is easy to know $A^{C}$ and $B^{C}$ by (2.6b),

$$
A^{C}=\left[\begin{array}{cccc}
\mathrm{i} & 1 & 0 & 1 \\
-1 & 0 & 1 & -\mathrm{i} \\
0 & 1 & -\mathrm{i} & 1 \\
1 & \mathrm{i} & -1 & 0
\end{array}\right], B^{C}=\left[\begin{array}{cc}
\mathrm{i} & 0 \\
-1 & 0 \\
0 & -\mathrm{i} \\
0 & -1
\end{array}\right]
$$

and $\operatorname{rank}\left(A^{C}\right)=\operatorname{rank}\left(A^{C}, B^{C}\right)=4$. Clearly, the linear equations $A^{C} Y=B^{C}$ have a unique solution. The unique solution is easily found to be

$$
Y=\left[\begin{array}{cc}
\frac{4}{5} & \frac{1}{5} \\
\frac{3}{5} \mathrm{i} & \frac{2}{5} \mathrm{i} \\
\frac{1}{5} & \frac{4}{5} \\
-\frac{2}{5} \mathrm{i} & -\frac{3}{5} \mathrm{i}
\end{array}\right]
$$

By (3.9), we easily find the unique solution $X$ of split quaternionic linear equations $A X=B$, and

$$
X=\frac{1}{4}\left[I_{2}, I_{2} \mathrm{j}\right]\left(Y+Q_{n}^{-1} \bar{Y} Q_{p}\right)\left[\begin{array}{l}
1 \\
\mathrm{j}
\end{array}\right]=\left[\frac{4}{5}+\frac{1}{5} \mathrm{j} \quad \frac{3}{5} \mathrm{i}+\frac{2}{5} \mathrm{k}\right]^{\mathrm{T}} .
$$

## 4. Algebraic Method of Real Representation

If $A \in \mathbf{H}_{v}^{m \times n}, B \in \mathbf{H}_{v}^{m \times p}$, then by the definition of real representation, $A X=B$ if and only if $A^{R} X^{R}=B^{R}$. That is $A X=B$ has a solution $X$ if and only if $A^{R} Y=B^{R}$ has a solution $Y=X^{R}$.

Theorem 4.1 For $A \in \mathbf{H}_{v}^{m \times n}, B \in \mathbf{H}_{v}^{m \times p}$. Then

1) V-quaternionic linear equations $A X=B$ have a solution if and only if $\operatorname{rank}(A)=\operatorname{rank}(A, B)$, i.e. $A X=B$ has a solution if and only if $A^{R} Y=B^{R}$ has a solution, and if $\operatorname{rank}(A)=\operatorname{rank}(A, B)=n$, then $v$-quaternionic linear equations $A X=B$ have a unique solution.
2) If $Y$ is a solution to $A^{R} Y=B^{R}$, then the following v-quaternion matrix is a solution to $A X=B$,

$$
X=\frac{1}{16}\left[I_{n}, I_{n} \mathrm{i}, I_{n} \mathrm{j}, I_{n} \mathrm{k}\right]\left(Y-P_{n} Y P_{p}+\frac{1}{v} R_{n} Y R_{p}+\frac{1}{v} S_{n} Y S_{p}\right)\left[\begin{array}{c}
I_{p}  \tag{4.1}\\
-I_{p} \mathrm{i} \\
\frac{1}{v} I_{p} \mathrm{j} \\
\frac{1}{v} I_{p} \mathrm{k}
\end{array}\right]
$$

Proof: If $Y$ is a solution of $A^{R} Y=B^{R}$, by (2.5),

$$
\begin{equation*}
A^{R} Y=B^{R} \Leftrightarrow P_{m}^{-1} A^{R} P_{n}\left(P_{n}^{-1} Y P_{p}\right)=P_{m}^{-1} B^{R} P_{p} \Leftrightarrow A^{R}\left(P_{n}^{-1} Y P_{p}\right)=B^{R}, \tag{4.2}
\end{equation*}
$$

i.e. $\quad P_{n}^{-1} Y P_{p}$ is a solution of $A^{R} Y=B^{R}$. Similarly, $R_{n}^{-1} Y R_{p}, S_{n}^{-1} Y S_{p}$ are also solution of $A^{R} Y=B^{R}$.

$$
\begin{align*}
\hat{Y} & =\frac{1}{4}\left(Y+P_{n}^{-1} Y P_{p}+R_{n}^{-1} Y R_{p}+S_{n}^{-1} Y S_{p}\right) \\
& =\frac{1}{4}\left(Y-P_{n} Y P_{p}+\frac{1}{v} R_{n} Y R_{p}+\frac{1}{v} S_{n} Y S_{p}\right) \tag{4.3}
\end{align*}
$$

is also a solution of $A^{R} Y=B^{R}$. Let

$$
Y=\left[\begin{array}{llll}
z_{11} & z_{12} & z_{13} & z_{14}  \tag{4.4}\\
z_{21} & z_{22} & z_{23} & z_{24} \\
z_{31} & z_{32} & z_{33} & z_{34} \\
z_{41} & z_{42} & z_{43} & z_{44}
\end{array}\right] \in \mathbf{R}^{4 n \times 4 p}, z_{t s} \in \mathbf{R}^{n \times p}, s, t=1,2,3,4 .
$$

It is easy to get, by direct calculation,

$$
\hat{Y}=\left[\begin{array}{cccc}
\hat{z}_{1} & -\hat{z}_{2} & v \hat{z}_{3} & v \hat{z}_{4}  \tag{4.5}\\
\hat{z}_{2} & \hat{z}_{1} & v \hat{z}_{4} & -v \hat{z}_{3} \\
\hat{z}_{3} & \hat{z}_{4} & \hat{z}_{1} & -\hat{z}_{2} \\
\hat{z}_{4} & -\hat{z}_{3} & \hat{z}_{2} & \hat{z}_{1}
\end{array}\right] \in \mathbf{R}^{4 n \times 4 p}
$$

in which

$$
\begin{gather*}
\hat{z}_{1}=\frac{1}{4}\left(z_{11}+z_{22}+z_{33}+z_{44}\right), \hat{z}_{2}=\frac{1}{4}\left(z_{21}-z_{12}+z_{43}-z_{34}\right),  \tag{4.6a}\\
\hat{z}_{3}=\frac{1}{4}\left(z_{31}-z_{42}+\frac{1}{v} z_{13}-\frac{1}{v} z_{24}\right), \hat{z}_{4}=\frac{1}{4}\left(z_{41}+z_{32}+\frac{1}{v} z_{23}+\frac{1}{v} z_{14}\right) . \tag{4.6b}
\end{gather*}
$$

By (4.5), we construct a v-quaternion matrix.

$$
X=\hat{z}_{1}+\hat{z}_{2} \mathrm{i}+\hat{z}_{3} \mathrm{j}+\hat{\mathrm{z}}_{4} \mathrm{k}=\frac{1}{4}\left[I_{n}, I_{n} \mathrm{i}, I_{n} \mathrm{j}, I_{n} \mathrm{k}\right] \hat{Y}\left[\begin{array}{c}
I_{p}  \tag{4.7}\\
-I_{p} \mathrm{i} \\
\frac{1}{v} I_{p} \mathrm{j} \\
\frac{1}{v} I_{p} \mathrm{k}
\end{array}\right] .
$$

Clearly $X^{R}=\hat{Y}$. This means that $X^{R}=\hat{Y}$ is a solution of $A^{R} Y=B^{R}$, so $X$ is a solution of $A X=B$.

From the statement above we get following results.
The following two special cases about quaternions and split quaternions come from Theorem 4.1 respectively with $v=-1$ and $v=1$.

Corollary 4.2 For $A \in \mathbf{H}^{m \times n}, B \in \mathbf{H}^{m \times p}$. Then

1) The quaternionic linear equations $A X=B$ have a solution if and only if $\operatorname{rank}(A)=\operatorname{rank}(A, B)$, i.e. $A X=B$ has a solution if and only if $A^{R} Y=B^{R}$ has a solution, and if $\operatorname{rank}(A)=\operatorname{rank}(A, B)=n$, then quaternionic linear equations $A X=B$ have a unique solution.
2) If $Y$ is a solution to $A^{R} Y=B^{R}$, then the following quaternion matrix is a solution to $A X=B$,

$$
X=\frac{1}{16}\left[I_{n}, I_{n} \mathrm{i}, I_{n} \mathrm{j}, I_{n} \mathrm{k}\right]\left(Y-P_{n} Y P_{p}-R_{n} Y R_{p}-S_{n} Y S_{p}\right)\left[\begin{array}{c}
I_{p}  \tag{4.8}\\
-I_{p} \mathrm{i} \\
-I_{p} \mathrm{j} \\
-I_{p} \mathrm{k}
\end{array}\right]
$$

Corollary 4.3 For $A \in \mathbf{H}_{s}^{m \times n}, B \in \mathbf{H}_{s}^{m \times p}$. Then

1) The split quaternionic linear equations $A X=B$ have a solution if and only if $\operatorname{rank}(A)=\operatorname{rank}(A, B)$, i.e. $A X=B$ has a solution if and only if $A^{R} Y=B^{R}$ has a solution, and if $\operatorname{rank}(A)=\operatorname{rank}(A, B)=n$, then split quaternionic linear equations $A X=B$ have a unique solution.
2) If $Y$ is a solution to $A^{R} Y=B^{R}$, then the following split quaternion matrix is a solution to $A X=B$,

$$
X=\frac{1}{16}\left[I_{n}, I_{n} \mathrm{i}, I_{n} \mathrm{j}, I_{n} \mathrm{k}\right]\left(Y-P_{n} Y P_{p}+R_{n} Y R_{p}+S_{n} Y S_{p}\right)\left[\begin{array}{c}
I_{p}  \tag{4.9}\\
-I_{p} \mathrm{i} \\
I_{p} \mathrm{j} \\
I_{p} \mathrm{k}
\end{array}\right]
$$

In the similarly way, we have the following result.
Theorem 4.4 For $A \in \mathbf{H}_{v}^{m \times n}, C \in \mathbf{H}_{v}^{p \times q}, B \in \mathbf{H}_{v}^{m \times q}$. Then

1) V-quaternionic matrix equation $A X C=B$ has a solution if and only if $\operatorname{rank}(A)=\operatorname{rank}(A, B)$ and $\operatorname{rank}(C)=\operatorname{rank}\binom{C}{B}$, i.e. $A X C=B$ has a solution if and only if $A^{R} Y C^{R}=B^{R}$ has a solution, and if $\operatorname{rank}(A)=\operatorname{rank}(A, B)=n$, $\operatorname{rank}(C)=\operatorname{rank}\binom{C}{B}=p$, then v-quaternionic matrix equation $A X C=B$ has a unique solution.
2) If $Y$ is a solution to $A^{R} Y C^{R}=B^{R}$, then the following v-quaternion matrix is a solution to $A X C=B$,

$$
X=\frac{1}{16}\left[I_{n}, I_{n} \mathrm{i}, I_{n} \mathrm{j}, I_{n} \mathrm{k}\right]\left(Y-P_{n} Y P_{p}+\frac{1}{v} R_{n} Y R_{p}+\frac{1}{v} S_{n} Y S_{p}\right)\left[\begin{array}{c}
I_{p}  \tag{4.10}\\
-I_{p} \mathrm{i} \\
\frac{1}{v} I_{p} \mathrm{j} \\
\frac{1}{v} I_{p} \mathrm{k}
\end{array}\right]
$$

The proof process is similar to the Theorem 4.1.
Remark 2 The above theorems and corollaries not only give the necessary and sufficient conditions for quaternion and split quaternion matrix equations $A X=B, A X C=B$ to have a solution, but also a unification of representation for a solution.

## Example 4.1

For two v-quaternion matrices $A$ and $B$ in Example 3.1, find solutions of the v-quaternionic linear equations $A X=B$.

By the real representation of the v -quaternion matrix, we know

$$
A^{R}=\left[\begin{array}{cccccccc}
0 & 1 & -1 & 0 & 0 & v & 0 & 0 \\
-1 & 0 & 0 & 0 & v & 0 & 0 & -v \\
1 & 0 & 0 & 1 & 0 & 0 & 0 & -v \\
0 & 0 & -1 & 0 & 0 & -v & -v & 0 \\
0 & 1 & 0 & 0 & 0 & 1 & -1 & 0 \\
1 & 0 & 0 & -1 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 1 & 0 & 0 & 1 \\
0 & -1 & -1 & 0 & 0 & 0 & -1 & 0
\end{array}\right], B^{R}=\left[\begin{array}{cccc}
0 & -1 & 0 & 0 \\
-1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & 0 & -1 \\
0 & 0 & -1 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right],
$$

and if $v \neq \frac{7 \pm \sqrt{45}}{2}$, then $\operatorname{rank}\left(A^{R}\right)=\operatorname{rank}\left(A^{R}, B^{R}\right)=8$, i.e.
$\operatorname{rank}(A)=\operatorname{rank}(A, B)=2$, then the v -quaternionic linear equations $A X=B$ have a unique solution.

For the matrix equation $A^{R} Y=B^{R}$, the unique solution is easily found to be

$$
Y=\frac{1}{v^{2}-7 v+1}\left[\begin{array}{cccc}
-5 v+1 & 0 & (1-2 v) v & 0 \\
0 & 3 v & 0 & (-1-v) v \\
0 & -5 v+1 & 0 & (2 v-1) v \\
-3 v & 0 & (-1-v) v & 0 \\
1-2 v & 0 & -5 v+1 & 0 \\
0 & -1-v & 0 & 3 v \\
0 & 2 v-1 & 0 & -5 v+1 \\
-1-v & 0 & -3 v & 0
\end{array}\right]
$$

By (4.1), we easily find the unique solution $X$ of $v$-quaternionic linear equations $A X=B$, and

$$
\begin{aligned}
X & =\frac{1}{16}\left[I_{2}, I_{2} \mathrm{i}, I_{2} \mathrm{j}, I_{2} \mathrm{k}\right]\left(Y-P_{n} Y P_{p}+\frac{1}{v} R_{n} Y R_{p}+\frac{1}{v} S_{n} Y S_{p}\right)\left[\begin{array}{c}
1 \\
-\mathrm{i} \\
\frac{1}{v} \mathrm{j} \\
\frac{1}{v} \mathrm{k}
\end{array}\right] \\
& =\left[\frac{-5 v+1}{v^{2}-7 v+1}+\frac{1-2 v}{v^{2}-7 v+1} \mathrm{j} \frac{-3 v}{v^{2}-7 v+1} \mathrm{i}-\frac{1+v}{v^{2}-7 v+1} \mathrm{k}\right]^{\mathrm{T}}
\end{aligned}
$$

The following two examples are special cases of the above conclusion.
Case 1: For quaternionic linear equations $A X=B$ with $v=-1$. It is easy to know $A^{R}$ and $B^{R}$ by (2.6a),

$$
A^{R}=\left[\begin{array}{cccccccc}
0 & 1 & -1 & 0 & 0 & -1 & 0 & 0 \\
-1 & 0 & 0 & 0 & -1 & 0 & 0 & 1 \\
1 & 0 & 0 & 1 & 0 & 0 & 0 & 1 \\
0 & 0 & -1 & 0 & 0 & 1 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 & -1 & 0 \\
1 & 0 & 0 & -1 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 1 & 0 & 0 & 1 \\
0 & -1 & -1 & 0 & 0 & 0 & -1 & 0
\end{array}\right], B^{R}=\left[\begin{array}{cccc}
0 & -1 & 0 & 0 \\
-1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & 0 & -1 \\
0 & 0 & -1 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right]
$$

and $\operatorname{rank}\left(A^{R}\right)=\operatorname{rank}\left(A^{R}, B^{C}\right)=8$. Clearly, the linear equations $A^{R} Y=B^{R}$ have a unique solution. The unique solution is easily found to be

$$
Y=\frac{1}{9}\left[\begin{array}{cccc}
6 & 0 & -3 & 0 \\
0 & -3 & 0 & 0 \\
0 & 6 & 0 & 3 \\
3 & 0 & 0 & 0 \\
3 & 0 & 6 & 0 \\
0 & 0 & 0 & -3 \\
0 & -3 & 0 & 6 \\
0 & 0 & 3 & 0
\end{array}\right] .
$$

By (4.8), we easily find the unique solution $X$ of quaternionic linear equations $A X=B$, and

$$
\left.\begin{array}{rl}
X & =\frac{1}{16}\left[I_{2}, I_{2} \mathrm{i}, I_{2} \mathrm{j}, I_{2} \mathrm{k}\right]\left(Y-P_{n} Y P_{p}-R_{n} Y R_{p}-S_{n} Y S_{p}\right)\left[\begin{array}{c}
1 \\
-\mathrm{i} \\
-\mathrm{j} \\
-\mathrm{k}
\end{array}\right] \\
& =\left[\frac{2}{3}+\frac{1}{3} \mathrm{j}\right. \\
\frac{1}{3} \mathrm{i}
\end{array}\right]^{\mathrm{T}} .
$$

Case 2: For split quaternionic linear equations $A X=B$ with $v=1$. It is easy to know $A^{R}$ and $B^{R}$ by (2.6b),

$$
A^{R}=\left[\begin{array}{cccccccc}
0 & 1 & -1 & 0 & 0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0 & 1 & 0 & 0 & -1 \\
1 & 0 & 0 & 1 & 0 & 0 & 0 & -1 \\
0 & 0 & -1 & 0 & 0 & -1 & -1 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 & -1 & 0 \\
1 & 0 & 0 & -1 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 1 & 0 & 0 & 1 \\
0 & -1 & -1 & 0 & 0 & 0 & -1 & 0
\end{array}\right], B^{R}=\left[\begin{array}{cccc}
0 & -1 & 0 & 0 \\
-1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & 0 & -1 \\
0 & 0 & -1 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right]
$$

and $\operatorname{rank}\left(A^{R}\right)=\operatorname{rank}\left(A^{R}, B^{R}\right)=8$. Clearly, the linear equations $A^{R} Y=B^{R}$ have a unique solution. The unique solution is easily found to be

$$
Y=-\frac{1}{5}\left[\begin{array}{cccc}
-4 & 0 & -1 & 0 \\
0 & 3 & 0 & -2 \\
0 & -4 & 0 & 1 \\
-3 & 0 & -2 & 0 \\
-1 & 0 & -4 & 0 \\
0 & -2 & 0 & 3 \\
0 & 1 & 0 & -4 \\
-2 & 0 & -3 & 0
\end{array}\right]
$$

By (4.9), we easily find the unique solution $X$ of split quaternionic linear equations $A X=B$, and

$$
\begin{aligned}
X & =\frac{1}{16}\left[I_{2}, I_{2} \mathrm{i}, I_{2} \mathrm{j}, I_{2} \mathrm{k}\right]\left(Y-P_{n} Y P_{p}+R_{n} Y R_{p}+S_{n} Y S_{p}\right)\left[\begin{array}{c}
1 \\
-\mathrm{i} \\
\mathrm{j} \\
\mathrm{k}
\end{array}\right] \\
& =\left[\frac{4}{5}+\frac{1}{5} \mathrm{j} \quad \frac{3}{5} \mathrm{i}+\frac{2}{5} \mathrm{k}\right]^{\mathrm{T}} .
\end{aligned}
$$

## 5. Conclusion

The goal of this paper is to solve the quaternion and split quaternion linear equations in a unified manner. First, we give the definition of the v-quaternion and two new matrix representations of $v$-quaternion matrix. Then we derive two algebraic methods for solving the linear equations of $v$-quaternion. It is noteworthy that this paper not only gives algebraic techniques for solving the linear equations over v -quaternion algebras, but also a unification of algebraic techniques for linear equations in quaternionic and split quaternionic theory.
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