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#### Abstract

In this paper, we introduce a Hermite operational matrix collocation method for solving higher-order linear complex differential equations in rectangular or elliptic domains. We show that based on a linear algebra theorem, the use of different polynomials such as Hermite, Bessel and Taylor in polynomial collocation methods for solving differential equations leads to an equal solution, and the difference in the numerical results arises from the difference in the coefficient matrix of final linear systems of equations. Some numerical examples will also be given.
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## 1. Introduction

Complex differential equations and their solutions play a major role in science and engineering. A physical event can be modeled by complex differential equations. Since a few of these equations cannot be solved explicitly, it is often necessary to resort to approximation and numerical techniques. In recent years, the studies on complex differential equations were developed very rapidly [1-6].
Since 1994, matrix polynomial collocation approaches such as Taylor and Bessel matrix collocation methods have been used by Sezer and colleagues [7-11] to solve the complex linear differential equations.
The present work contains two main parts, in the first part, we use Hermite matrix collocation method to find the approximate solution of higher-order linear complex differential equations of the following form.

$$
\begin{equation*}
\sum_{k=0}^{n} p_{k}(z) f^{(k)}=g(z), \tag{1}
\end{equation*}
$$

which is a generalized case of the complex differential equations given in $[5,6]$, with themixed conditions

$$
\begin{equation*}
\sum_{k=0}^{m-1} \sum_{j=0}^{J} a_{r k} f^{(k)}\left(\xi_{j}\right)=\lambda_{r} ; r=0,1, \cdots, m-1 \tag{2}
\end{equation*}
$$

in the following rectangular domain

[^0]\[

$$
\begin{equation*}
D=\{z=x+i y, z \in c, a \leq x \leq b, c \leq y \leq d, a, b, c, d \in R\} \tag{3}
\end{equation*}
$$

\]

or elliptic domain

$$
\begin{align*}
D= & \{z=x+i y, z \in c, x=a \cos (\theta), y=b \sin (\theta), \\
& 0<\theta \leq 2 \pi, a \leq x \leq-a, b \leq y \leq-b, a, b \in R+\} \tag{4}
\end{align*}
$$

In the second part, we will study the effect of using different polynomial classes on the matrix polynomial methods.

The outline of this paper is as follows. In Section 2, we briefly introduce Hermite polynomial and describe details of using these polynomials in matrix polynomial collocation method. Section 3 focuses on the comparison of matrix collocation methods when different polynomials are used. We present the results of numerical experiments in Section 4. Finally, conclusions are drawn in Section 5.

## 2. Hermite Matrix Polynomial Collocation Method

In this section, we describe the matrix form of Hermite polynomials and Hermite collocation Method for complex differential equations. Our aim is to find an ap-
proximate solution of (1) defined by a truncated Hermite series form

$$
\begin{equation*}
f_{N}(z)=\sum_{n=0}^{N} a_{n} H_{n}(z)=H(z) A, \tag{5}
\end{equation*}
$$

where $H(z)=\left[\begin{array}{llll}H_{0}(z) & H_{1}(z) & \cdots & H_{N}(z)\end{array}\right]$ such that $H_{n}(z), n=0,1, \cdots, N$ are the Hermite polynomials defined by

$$
H_{n}(z)=n!\sum_{j=0}^{N}(-1)^{j} \frac{2^{n-2 j}}{j!(n-2 j!)} z^{n-2 j}
$$

where $N=\frac{n}{2}$ if $n$ is even and $N=\frac{n-1}{2}$ if $n$ is odd and $A=\left[\begin{array}{llll}a_{1} & a_{2} & \cdots & a_{N}\end{array}\right]^{\mathrm{T}}$. It is well known [12] that the relation between the powers $z_{N}$ and Hermite polynomials is

$$
\begin{equation*}
Z^{2 n}=\frac{(2 n)!}{2^{2 n}} \sum_{n=0}^{r} \frac{H_{2 n}(z)}{(r-n)!2 n!} ; 0 \leq|z| \leq 1, \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
Z^{2 n+1}=\frac{(2 n+1)!}{2^{2 n+1}} \sum_{n=0}^{r} \frac{H_{2 n+1}(z)}{(r-n)!(2 n+1)!} ; 0 \leq|z| \leq 1 \tag{7}
\end{equation*}
$$

By using the expression (6) and (7) and taking $n=0,1, \cdots, N$ we find the corresponding matrix relation as follows $Z(z)^{\mathrm{T}}=M(H(z))^{\mathrm{T}}$,
and

$$
\begin{equation*}
Z(z)=H(z) M^{\mathrm{T}} \tag{8}
\end{equation*}
$$

where $Z(z)=\left[\begin{array}{lllll}1 & z & z^{2} & \cdots & z^{N}\end{array}\right]$, for odd $N$

$$
M=\left[\begin{array}{cccccc}
1 & 0 & 0 & 0 & \cdots & 0 \\
0 & \frac{1}{2} & 0 & 0 & \cdots & 0 \\
\frac{1}{2} & 0 & \frac{1}{4} & 0 & \cdots & 0 \\
0 & \frac{3}{4} & 0 & \frac{1}{8} & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \frac{N!}{2^{N}\left(\frac{N-1}{2}\right)!1!} & 0 & \frac{N!}{2^{N}\left(\frac{N-1}{2}-1\right)!3!} & &
\end{array}\right]
$$

and for even $N$

$$
M=\left[\begin{array}{cccccc}
1 & 0 & 0 & 0 & \cdots & 0 \\
0 & \frac{1}{2} & 0 & 0 & \cdots & 0 \\
\frac{1}{2} & 0 & \frac{1}{4} & 0 & \cdots & 0 \\
0 & \frac{3}{4} & 0 & \frac{1}{8} & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
\frac{N!}{2^{N}\left(\frac{N}{2}\right)!0!} & 0 & \frac{N!}{2^{N}\left(\frac{N}{2}-1\right)!2!} & 0 & \cdots & \frac{N!}{2^{N}(0)!N!}
\end{array}\right]
$$

Then, by taking into account (5), we obtain
$H(z)=Z(z)\left(M^{-1}\right)^{\mathrm{T}}$ and we can replace series (6) in the matrix form

$$
\begin{equation*}
f_{N}(z)=H(z) A=Z(z)\left(M^{-1}\right)^{\mathrm{T}} A \tag{9}
\end{equation*}
$$

Furthermore, the relation between the matrix $Z(z)$ and its derivative $Z^{(1)}(z)$ is

$$
\begin{equation*}
Z^{(1)}(z)=Z(z) B^{T} \tag{10}
\end{equation*}
$$

where

$$
B^{\mathrm{T}}=\left[\begin{array}{ccccc}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 2 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & N \\
0 & 0 & 0 & \cdots & 0
\end{array}\right]
$$

And

$$
\left(B^{\mathrm{T}}\right)^{0}=\left[\begin{array}{ccccc}
1 & 0 & 0 & \cdots & 0 \\
0 & 1 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1
\end{array}\right]
$$

From the matrix Equation (10), we get the following relations:

$$
\begin{align*}
& Z^{(2)}(z)=Z^{(1)}(z) B^{\mathrm{T}}=Z(z)\left(B^{\mathrm{T}}\right)^{2} \\
& Z^{(3)}(z)=Z^{(2)}(z) B^{\mathrm{T}}=Z(z)\left(B^{\mathrm{T}}\right)^{3}  \tag{11}\\
& \vdots \\
& Z^{(k)}(z)=Z^{(k 1)}(z) B^{\mathrm{T}}=Z(z)\left(B^{\mathrm{T}}\right)^{k}
\end{align*}
$$

By using relations (9) and (11), we have a recurrence relation in what follows

$$
\begin{equation*}
f_{N}^{(k)}(z)=Z^{(k)}(z)\left(M^{-1}\right)^{\mathrm{T}} A=Z(z)\left(B^{\mathrm{T}}\right)^{k}\left(M^{-1}\right)^{\mathrm{T}} A \tag{12}
\end{equation*}
$$

For the collocation points $z=z_{p q}$, the matrix relation (12) becomes

$$
\begin{equation*}
f_{N}^{(k)}\left(z_{p q}\right)=Z\left(z_{p q}\right)\left(B^{\mathrm{T}}\right)^{k}\left(M^{-1}\right)^{\mathrm{T}} A ; p, q=0,1, \cdots, N . \tag{13}
\end{equation*}
$$

For $p=0,1, \cdots, N$ one can write the relation (13) in the following form

$$
\begin{aligned}
f_{N}^{(k)}\left(z_{0 q}\right) & =Z\left(z_{0 q}\right)\left(B^{\mathrm{T}}\right)^{k}\left(M^{-1}\right)^{\mathrm{T}} A \\
f_{N}^{(k)}\left(z_{1 q}\right) & =Z\left(z_{1 q}\right)\left(B^{\mathrm{T}}\right)^{k}\left(M^{-1}\right)^{\mathrm{T}} A, \\
& \vdots \\
f_{N}^{(k)}\left(z_{N q}\right) & =Z\left(z_{N q}\right)\left(B^{\mathrm{T}}\right)^{k}\left(M^{-1}\right)^{\mathrm{T}} A .
\end{aligned}
$$

or briefly

$$
f_{q}^{(k)}=\left[\begin{array}{c}
f_{N}^{(k)}\left(z_{0 q}\right)  \tag{14}\\
f_{N}^{(k)}\left(z_{1 q}\right) \\
\vdots \\
f_{N}^{(k)}\left(z_{\mathrm{Nq}}\right)
\end{array}\right] \quad q=0,1, \cdots, N,
$$

where

$$
Z_{q}=\left[\begin{array}{c}
Z\left(z_{0 q}\right) \\
Z\left(z_{1 q}\right) \\
\vdots \\
Z\left(z_{N q}\right)
\end{array}\right]=\left[\begin{array}{ccccc}
1 & z_{0 q} & z_{0 q}^{2} & \cdots & z_{0 q}^{N} \\
1 & Z_{1 q} & z_{1 q}^{2} & \cdots & z_{1 q}^{N} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & Z_{N q} & Z_{N q}^{2} & \cdots & z_{N q}^{N}
\end{array}\right]
$$

Moreover, substituting the collocation points into Equation (3), we have

$$
\begin{equation*}
\sum_{k=0}^{m} P_{k}\left(z_{p q}\right) f_{N}^{(k)}\left(z_{p q}\right)=g\left(z_{p q}\right) ; p, q=0,1, \cdots, N . \tag{15}
\end{equation*}
$$

By means of the expressions (13) and (14), we acquire the fundamental matrix equation

$$
\begin{equation*}
\sum_{k=0}^{m} \sum_{q=0}^{N} P_{k q} Z_{q}\left(B^{\mathrm{T}}\right)^{k}\left(M^{-1}\right)^{\mathrm{T}} A=\sum_{q=0}^{N} G_{q} \tag{16}
\end{equation*}
$$

In which

$$
P_{k q}=\left[\begin{array}{cccc}
p_{k}\left(z_{0 q}\right) & 0 & \cdots & 0 \\
0 & p_{k}\left(z_{1 q}\right) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & p_{k}\left(z_{N q}\right)
\end{array}\right]
$$

and $G_{q}=\left(g\left(z_{0 q}\right), g\left(z_{1 q}\right), \cdots, g\left(z_{N q}\right)\right)^{\mathrm{T}}$. With the aid of relation (12), we can obtain the corresponding matrix form due to the condition (4) as follows

$$
\begin{align*}
& \sum_{k=0}^{m} \sum_{j=0}^{J}\left[a_{r k} Z\left(\xi_{j}\right)\right]\left(B^{\mathrm{T}}\right)^{k}\left(M^{-1}\right)^{\mathrm{T}}  \tag{17}\\
& A=\left[\lambda_{r}\right] ; r=0,1, \cdots, m-1,
\end{align*}
$$

where $Z\left(\xi_{j}\right)=\left(\begin{array}{llll}1 & \xi_{j} & \xi_{j}^{2} & \xi_{j}^{N}\end{array}\right)$.
Briefly, the system of the matrix Equation (17) can be written in the matrix form

$$
\begin{equation*}
U_{r} A=\left[\lambda_{r}\right] \text { or }\left[u_{r} ; \lambda_{r}\right], \tag{18}
\end{equation*}
$$

where

$$
\begin{aligned}
& \sum_{k=0}^{m} \sum_{j=0}^{J}\left[a_{r k} Z\left(\xi_{j}\right)\right]\left(B^{\mathrm{T}}\right)^{k}\left(M^{-1}\right)^{\mathrm{T}} \\
& =\left[\begin{array}{llll}
u_{r 0} & u_{r 1} & \cdots & u_{r N}
\end{array}\right] ; \quad r=0,1, \cdots, m-1,
\end{aligned}
$$

We can write Equation (16) in the form

$$
\begin{equation*}
W A=G, \tag{19}
\end{equation*}
$$

such that $W=\left[w_{s t}\right]=\sum_{k=0}^{m} \sum_{q=0}^{k} P_{k q} Z_{q}\left(B^{\mathrm{T}}\right)^{k}\left(M^{-1}\right)^{\mathrm{T}}$; $s, t=0,1, \cdots, N$, and

$$
G=\sum_{q=0}^{N} G_{q}=\left[\begin{array}{c}
g_{0} \\
g_{1} \\
\vdots \\
g_{N}
\end{array}\right]
$$

where $G_{q}$ is defined in (16). The augmented matrix of Equation (19) becomes

$$
\begin{equation*}
[W ; G]=\left[w_{s t} ; g_{s}\right] ; s, t=0,1, \cdots, N . \tag{20}
\end{equation*}
$$

The augmented matrix of Equation (18) corresponds to $\left[U_{r} ; \lambda_{r}\right]=\left[\begin{array}{llll}u_{r 0} & u_{r 1} & \cdots & u_{r N} ; \lambda_{r}\end{array}\right]$, where $U_{r}$ is defined in (18).

Consequently, to find the unknown Hermite coefficients an, $n=0,1, \cdots, N$ related to approximate solution of the problem consisting of Equation (3) and condition (4), we replace the matrices (20) by the last $m$ rows of
the augmented matrix (19). Hence, we have a new augmented matrix $W^{*} A=G^{*}$, where

$$
\begin{align*}
& {\left[W^{*} ; G^{*}\right]} \\
& =\left[\begin{array}{cccccc}
w_{00} & w_{01} & w_{02} & \cdots & w_{0 N} & g_{0} \\
w_{10} & w_{11} & w_{12} & \cdots & w_{1 N} & g_{1} \\
w_{20} & w_{21} & w_{22} & \cdots & w_{2 N} & g_{2} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
w_{N-m 0} & w_{N-m 1} & w_{N-m 2} & \cdots & w_{N-m N} & g_{N-m} \\
u_{00} & u_{01} & u_{02} & \cdots & u_{0 N} & \lambda_{0} \\
u_{10} & u_{11} & u_{12} & \cdots & u_{1 N} & \lambda_{1} \\
u_{20} & u_{21} & u_{22} & \cdots & u_{2 N} & \lambda_{2} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
u_{m-10} & u_{m-11} & u_{m-12} & \cdots & u_{m-1 N} & \lambda_{m-1}
\end{array}\right] \tag{21}
\end{align*}
$$

If $\operatorname{det}\left(W^{*}\right) \neq 0$ then we can write $A=\left(W^{*}\right)^{-1} G^{*}$. The unknown Hermite coefficients matrix $A$, is determined by solving this linear system and $a_{0}, a_{1}, \cdots, a_{N}$ are substituted in Equation (3). Thus, we obtain the Hermite polynomial solution $f_{N}(z)=\sum_{n=}^{N} a_{n} H_{n}(z)$.

## 3. Comparison of Matrix Polynomial Collocation Methods

Theorem3.1. Let $B=\left\{\beta_{i}\right\}_{i=0}^{k}$ be a base for vector space $S$, then every member $s \in S$ has a unique representation in the form of linear combination of these vectors.

Proof. [13].
Based on the above theorem, if the bases of approximate space in collocation methods are chosen from complex polynomials up to degree $N$, using different bases or choosing of different complex polynomial classes as the base has no effect on the approximate solution, theoreticcally. This means that if $\left\{\varphi_{n}(z)\right\}_{n=0}^{N}$ and $\left\{\varphi_{n}^{\prime}(z)\right\}_{n=0}^{N}$ be two different bases according to the uniqueness representation, then approximate solution of (1) can be written

$$
f_{N}(z)=\sum_{n=0}^{N} a_{n} \varphi_{n}(z)=\sum_{n=0}^{N} a_{n}^{\prime} \varphi_{n}^{\prime}(z) .
$$

For this reason when we use different polynomials (such as Taylor, Bessel, Hermite, etc.) in polynomial Collocation methods one expects the equal results obtained.

In the numerical implementation, to determine coefficients an, $n=0,1, \cdots, N$ in (5), we should solve a system of equations in the form of $W F=G$ and properties of matrix $W$ is directly depended on choosing the base. So different bases result different matrix $W$ with different properties. Some of these properties such as condition number has the direct influence on solution's accuracy. In addition CPU time for solving these systems differs
for different bases. Hence, different polynomial bases can cause solutions with different accuracy.

Our experiences show that when we use different polynomial classes in matrix polynomial collocation methods, there is negligible difference among approximated solutions. In Section 4, we compare this matter for several examples by using Taylor, Bessel and Hermite polynomials.

## 4. Numerical Examples

Several numerical examples are studied in this section to illustrate the accuracy and efficiently properties of Taylor, Bessel and Hermite collocation method. In this paper, collocation points in the rectangular domain (3) are defined by $z_{p q}=x_{p}+i y_{q}$, such that

$$
\begin{aligned}
& x_{p}=a+\frac{b-a}{N} p, y_{q}=c+\frac{d-c}{N} q, a \leq x_{p} \leq b, \\
& c \leq y_{q} \leq d ; p, q=0,1, \cdots, N
\end{aligned}
$$

and in the elliptic domain (4) are defined by

$$
\begin{aligned}
& z_{p q}=x_{p q}+i y_{p q}=\left(x_{p q}, y_{p q}\right) \in D, \\
& x_{p q}=\frac{a}{N} p \cos \frac{\theta}{N} q, \\
& y_{p q}=\frac{b}{N} p \sin \frac{\theta}{N} q
\end{aligned}
$$

such that $p, q=0,1, \cdots, N ; 0 \leq q \leq 2 \pi$,
$z_{0 q}=z_{00}=(0,0)$.
Examples show that the difference among collocation methods based on these polynomials is negligible. All of them are performed on a computer using programs written in MATLAB 2011a. In this regard, we have reported in the Tables the value of absolute error function $e_{N}(z)=\left|f(N)-f_{N}(z)\right|$ at the selected points of the domain.

### 4.1. Example 1

As the first example, [10], we consider the linear second order complex differential equation

$$
\begin{aligned}
& \left(1-z^{2}\right) f^{\prime \prime}(z)-2 z f^{\prime}(z)+6 f(z) \\
& =\left(z^{2}+5\right) \cos (z)+2 z \sin (z)
\end{aligned}
$$

with $f(0)=\frac{1}{2}, f^{\prime}(0)=0$ and exact solution $f(z)=\frac{3}{2} z^{2}-\frac{1}{2}+\cos (z)$ on elliptic domain with $a=1, b=\frac{1}{2}$ and $\theta=\pi$. Absolute errors are listed in
Table 1.
Table 1. Comparison of the absolute errors for various N of Example 1.

| Z |  | $\mathrm{N}_{\mathrm{e}}=5$ |  | $\mathrm{~N}_{\mathrm{e}}=16$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Taylor | Bessel | Hermite | Taylor | Bessel |  |
| $0.5000+0.2500 \mathrm{i}$ | $0.280172822935468 \mathrm{e}-03$ | $0.280172822935027 \mathrm{e}-03$ | $0.280172822935585 \mathrm{e}-03$ | $0.290210608253180 \mathrm{e}-07$ | $0.144458574247458 \mathrm{e}-07$ | $0.114110337557042 \mathrm{e}-09$ |
| $0.2500+0.1250 \mathrm{i}$ | $0.014620749529577 \mathrm{e}-03$ | $0.014620749529575 \mathrm{e}-03$ | $0.014620749529575 \mathrm{e}-03$ | $0.000622917591253 \mathrm{e}-07$ | $0.000325681725386 \mathrm{e}-07$ | $0.000227179310540 \mathrm{e}-09$ |
| $0.1667+0.0833 \mathrm{i}$ | $0.003318024952086 \mathrm{e}-03$ | $0.003318024952083 \mathrm{e}-03$ | $0.003318024952082 \mathrm{e}-03$ | $0.000032197183639 \mathrm{e}-07$ | $0.000017335005241 \mathrm{e}-07$ | $0.000010980487732 \mathrm{e}-09$ |
| $0.1250+0.0625 \mathrm{i}$ | $0.001242027845523 \mathrm{e}-03$ | $0.001242027845521 \mathrm{e}-03$ | $0.001242027845521 \mathrm{e}-03$ | $0.000005099048313 \mathrm{e}-07$ | $0.000002796192345 \mathrm{e}-07$ | $0.000001962569574 \mathrm{e}-09$ |
| $0.1000+0.0500 \mathrm{i}$ | $0.000595252104868 \mathrm{e}-03$ | $0.000595252104867 \mathrm{e}-03$ | $0.000595252104867 \mathrm{e}-03$ | $0.000001398175930 \mathrm{e}-07$ | $0.000000775323806 \mathrm{e}-07$ | $0.000000774743896 \mathrm{e}-09$ |
| $0.0833+0.0417 \mathrm{i}$ | $0.000330319311402 \mathrm{e}-03$ | $0.000330319311402 \mathrm{e}-03$ | $0.000330319311402 \mathrm{e}-03$ | $0.000000526465002 \mathrm{e}-07$ | $0.000000295561993 \mathrm{e}-07$ | $0.000000477978493 \mathrm{e}-09$ |
| $0.0714+0.0357 \mathrm{i}$ | $0.000202078942953 \mathrm{e}-03$ | $0.000202078942953 \mathrm{e}-03$ | $0.000202078942953 \mathrm{e}-03$ | $0.000000242984932 \mathrm{e}-07$ | $0.000000137017892 \mathrm{e}-07$ | $0.000000296522297 \mathrm{e}-09$ |
| $0.0625+0.0313 \mathrm{i}$ | $0.000132967516749 \mathrm{e}-03$ | $0.000132967516749 \mathrm{e}-03$ | $0.000132967516748 \mathrm{e}-03$ | $0.000000129896143 \mathrm{e}-07$ | $0.000000074385493 \mathrm{e}-07$ | $0.000000225280410 \mathrm{e}-09$ |
| $0.0556+0.0278 \mathrm{i}$ | $0.000092113156281 \mathrm{e}-03$ | $0.000092113156281 \mathrm{e}-03$ | $0.000092113156281 \mathrm{e}-03$ | $0.000000076813207 \mathrm{e}-07$ | $0.000000044534621 \mathrm{e}-07$ | $0.000000185963651 \mathrm{e}-09$ |
| $0.0500+0.0250 \mathrm{i}$ | $0.000066199323471 \mathrm{e}-03$ | $0.000066199323470 \mathrm{e}-03$ | $0.000066199323470 \mathrm{e}-03$ | $0.000000047060215 \mathrm{e}-07$ | $0.000000026897356 \mathrm{e}-07$ | $0.000000160731281 \mathrm{e}-09$ |

Table 2. Comparison of the absolute errors for various $\mathbf{N}$ of Example 2.

| Z | $\mathrm{N}_{\mathrm{e}}=13$ |  |  |  |  |  |  |  | $\mathrm{~N}_{\mathrm{e}}=15$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Taylor | Bessel | Hermite | Taylor | Bessel | Hermite |  |  |  |
| $-0.2000-0.2000 \mathrm{i}$ | $0.041558433726754 \mathrm{e}-00$ | $0.041558433732991 \mathrm{e}-00$ | $0.041558237100726 \mathrm{e}-00$ | $0.021421839726605 \mathrm{e}-00$ | $0.021421839732464 \mathrm{e}-00$ | $0.021344356329826 \mathrm{e}-00$ |  |  |  |
| $-0.1500-0.1500 \mathrm{i}$ | $0.006315037171523 \mathrm{e}-00$ | $0.006315037172305 \mathrm{e}-00$ | $0.006314998999139 \mathrm{e}-00$ | $0.002473496954611 \mathrm{e}-00$ | $0.002473496955150 \mathrm{e}-00$ | $0.002463607196479 \mathrm{e}-00$ |  |  |  |
| $-0.1000-0.1000 \mathrm{i}$ | $0.000565073139261 \mathrm{e}-00$ | $0.000565073139249 \mathrm{e}-00$ | $0.000565074074162 \mathrm{e}-00$ | $0.000166953450183 \mathrm{e}-00$ | $0.000166953449870 \mathrm{e}-00$ | $0.000166212494809 \mathrm{e}-00$ |  |  |  |
| $-0.0500-0.0500 \mathrm{i}$ | $0.000014037193348 \mathrm{e}-00$ | $0.000014037193243 \mathrm{e}-00$ | $0.000014043641419 \mathrm{e}-00$ | $0.000003228528976 \mathrm{e}-00$ | $0.000003228528883 \mathrm{e}-00$ | $0.000003212871517 \mathrm{e}-00$ |  |  |  |
| $0.0500+0.0500 \mathrm{i}$ | $0.000021848065156 \mathrm{e}-00$ | $0.000021848065057 \mathrm{e}-00$ | $0.000021850398175 \mathrm{e}-00$ | $0.000004552927466 \mathrm{e}-00$ | $0.000004552927608 \mathrm{e}-00$ | $0.000004545224698 \mathrm{e}-00$ |  |  |  |
| $0.1000+0.1000 \mathrm{i}$ | $0.000664953134676 \mathrm{e}-00$ | $0.000664953134679 \mathrm{e}-00$ | $0.000664948916894 \mathrm{e}-00$ | $0.000199632672861 \mathrm{e}-00$ | $0.000199632672899 \mathrm{e}-00$ | $0.000198742325521 \mathrm{e}-00$ |  |  |  |
| $0.1500+0.1500 \mathrm{i}$ | $0.007485922666858 \mathrm{e}-00$ | $0.007485922667742 \mathrm{e}-00$ | $0.007485874807452 \mathrm{e}-00$ | $0.002928012062411 \mathrm{e}-00$ | $0.002928012063819 \mathrm{e}-00$ | $0.002916359495349 \mathrm{e}-00$ |  |  |  |
| $0.2000+0.2000 \mathrm{i}$ | $0.048478568311303 \mathrm{e}-00$ | $0.048478568318086 \mathrm{e}-00$ | $0.048478352655480 \mathrm{e}-00$ | $0.024716437049542 \mathrm{e}-00$ | $0.024716437059041 \mathrm{e}-00$ | $0.024627987402944 \mathrm{e}-00$ |  |  |  |

Table 3. Comparison of the absolute errors for various $\mathbf{N}$ of Example 3.

| Z | $\mathrm{N}_{\mathrm{e}}=5$ (Real) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Taylor | Bessel | Hermite | Taylor | Ne9 (Real) |  |
| $-1.0-1.0 \mathrm{i}$ | $0.005210221405292 \mathrm{e}-00$ | $0.005210221405292 \mathrm{e}-00$ | $0.005210221405293 \mathrm{e}-00$ | $0.000004438209114 \mathrm{e}-00$ | $0.000004438209569 \mathrm{e}-00$ | $0.000004438208788 \mathrm{e}-00$ |
| $-0.1+0.2 \mathrm{i}$ | $0.000535432387112 \mathrm{e}-00$ | $0.000535432387112 \mathrm{e}-00$ | $0.000535432387113 \mathrm{e}-00$ | $0.000006096738190 \mathrm{e}-00$ | $0.000006096738178 \mathrm{e}-00$ | $0.000006096738192 \mathrm{e}-00$ |
| $-0.1-0.1 \mathrm{i}$ | $0.000035043289924 \mathrm{e}-00$ | $0.000035043289924 \mathrm{e}-00$ | $0.000035043289924 \mathrm{e}-00$ | $0.000000396282468 \mathrm{e}-00$ | $0.000000396282465 \mathrm{e}-00$ | $0.000000396282468 \mathrm{e}-00$ |
| $-0.1+0.1 \mathrm{i}$ | $0.000035043289924 \mathrm{e}-00$ | $0.000035043289924 \mathrm{e}-00$ | $0.000035043289924 \mathrm{e}-00$ | $0.000000396282469 \mathrm{e}-00$ | $0.000000396282470 \mathrm{e}-00$ | $0.000000396282470 \mathrm{e}-00$ |
| $0.0+0.0 \mathrm{i}$ | 0 | 0 | 0 | 0 | 0 | 0.0 |
| $0.1+0.1 \mathrm{i}$ | $0.000045248749802 \mathrm{e}-00$ | $0.000045248749802 \mathrm{e}-00$ | $0.000045248749803 \mathrm{e}-00$ | $0.000000546454377 \mathrm{e}-00$ | $0.000000546454378 \mathrm{e}-00$ | $0.000000546454378 \mathrm{e}-00$ |
| $0.1-0.1 \mathrm{i}$ | $0.000971526621551 \mathrm{e}-00$ | $0.000045248749802 \mathrm{e}-00$ | $0.000045248749803 \mathrm{e}-00$ | $0.000000546454376 \mathrm{e}-00$ | $0.000000546454373 \mathrm{e}-00$ | $0.000000546454376 \mathrm{e}-00$ |
| $0.1-0.2 \mathrm{i}$ | $0.106471515956786 \mathrm{e}-00$ | $0.000971526621551 \mathrm{e}-00$ | $0.000971526621551 \mathrm{e}-00$ | $0.000011183423300 \mathrm{e}-00$ | $0.000011183423278 \mathrm{e}-00$ | $0.000011183423308 \mathrm{e}-00$ |
| $1.0+0.1 \mathrm{i}$ | $0.005210221405293 \mathrm{e}-00$ | $0.106471515956786 \mathrm{e}-00$ | $0.106471515956790 \mathrm{e}-00$ | $0.001339644418712 \mathrm{e}-00$ | $0.001339644416324 \mathrm{e}-00$ | $0.001339644419958 \mathrm{e}-00$ |

Table 4. Comparison of the absolute errors for various $\mathbf{N}$ of Example 3.

| Z | $\mathrm{N}_{\mathrm{e}}=5(\mathrm{Im})$ |  |  |  |  |  |  |  |  | $\mathrm{N}_{\mathrm{e}}=9(\mathrm{Im})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Taylor | Bessel | Hermite | Taylor | Bessel | Hermite |  |  |  |  |
| $-1.0-1.0 \mathrm{i}$ | $0.017616695308941 \mathrm{e}-00$ | $0.017616695308941 \mathrm{e}-00$ | $0.017616695308941 \mathrm{e}-00$ | $0.174358837949806 \mathrm{e}-03$ | $0.174358837764177 \mathrm{e}-03$ | $0.174358838121502 \mathrm{e}-03$ |  |  |  |  |
| $-0.1+0.2 \mathrm{i}$ | $0.001004022431363 \mathrm{e}-00$ | $0.001004022431363 \mathrm{e}-00$ | $0.001004022431363 \mathrm{e}-00$ | $0.011400141351314 \mathrm{e}-03$ | $0.011400141335022 \mathrm{e}-03$ | $0.011400141359030 \mathrm{e}-03$ |  |  |  |  |
| $-0.1-0.1 \mathrm{i}$ | $0.000456667600620 \mathrm{e}-00$ | $0.000456667600620 \mathrm{e}-00$ | $0.000456667600620 \mathrm{e}-00$ | $0.005210178484163 \mathrm{e}-03$ | $0.005210178476656 \mathrm{e}-03$ | $0.005210178487328 \mathrm{e}-03$ |  |  |  |  |
| $-0.1+0.1 \mathrm{i}$ | $0.000456667600620 \mathrm{e}-00$ | $0.000456667600620 \mathrm{e}-00$ | $0.000456667600620 \mathrm{e}-00$ | $0.005210178484011 \mathrm{e}-03$ | $0.005210178476073 \mathrm{e}-03$ | $0.005210178487133 \mathrm{e}-03$ |  |  |  |  |
| $0.0+0.0 \mathrm{i}$ | 0 | 0 | 0 | 0 | 0 | 0 |  |  |  |  |
| $0.1+0.1 \mathrm{i}$ | $0.000536259629554 \mathrm{e}-00$ | $0.000536259629554 \mathrm{e}-00$ | $0.000536259629554 \mathrm{e}-00$ | $0.006140419290063 \mathrm{e}-03$ | $0.006140419280057 \mathrm{e}-03$ | $0.006140419294143 \mathrm{e}-03$ |  |  |  |  |
| $0.1-0.1 \mathrm{i}$ | $0.000536259629554 \mathrm{e}-00$ | $0.000536259629554 \mathrm{e}-00$ | $0.000536259629554 \mathrm{e}-00$ | $0.006140419290215 \mathrm{e}-03$ | $0.006140419280751 \mathrm{e}-03$ | $0.006140419294393 \mathrm{e}-03$ |  |  |  |  |
| $0.1-0.2 \mathrm{i}$ | $0.000920766055255 \mathrm{e}-00$ | $0.000920766055255 \mathrm{e}-00$ | $0.000920766055255 \mathrm{e}-00$ | $0.010404955275212 \mathrm{e}-03$ | $0.010404955263638 \mathrm{e}-03$ | $0.010404955282040 \mathrm{e}-03$ |  |  |  |  |
| $1.0+0.1 \mathrm{i}$ | $0.059473661456223 \mathrm{e}-00$ | $0.059473661456221 \mathrm{e}-00$ | $0.059473661456224 \mathrm{e}-00$ | $0.323865192958461 \mathrm{e}-03$ | $0.323865191798944 \mathrm{e}-03$ | $0.323865193132100 \mathrm{e}-03$ |  |  |  |  |

### 4.2. Example 2

In this example, [10], we consider the third order linear complex differential equation

$$
\begin{aligned}
& f^{\prime \prime \prime}(z)-f^{\prime}(z) \\
& +\left(-8 \mathrm{e}^{6 z}-12 \mathrm{e}^{5 z}-30 \mathrm{e}^{4 z}-19 \mathrm{e}^{3 z}-9 \mathrm{e}^{2 z}\right) f(z)=0,
\end{aligned}
$$

with the condition $f(0)=\mathrm{e}^{2}, f^{\prime}(0)=3 \mathrm{e}^{2}$, $f^{\prime \prime}(0)=14 \mathrm{e}^{2}$ and exact solution $f(z)=\mathrm{e}^{2 z}+\mathrm{e}^{2}$ in elliptic domain with $a=1, b=\frac{1}{2}$ and $\theta=\pi$. Absolute errors of the obtain solutions are given in Table 2.

### 4.3. Example 3

The last example, [11] is the second order complex differential equation

$$
f^{\prime \prime}(z)+z f(z)=\mathrm{e}^{2}+\mathrm{ze}^{2},
$$

with the initial conditions $f(0)=1, f^{\prime}(0)=1$. The exact solution is $f(z)=\mathrm{e}^{z}$ on rectangular domain with $a=-1, b=1, c=-1, d=1$. Absolute errors are listed in Tables 3 and 4.

## 5. Conclusion

In this article, approximate solutions which can be obtained by different polynomial collocation methods have been compared. Our experiments show that using different polynomials cannot significantly affect the numerical solutions and the results are similar to each other.
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