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ABSTRACT 

An essential part of any activity recognition system claiming be truly real-time is the ability to perform feature extrac- 
tion in real-time. We present, in this paper, a quite simple and computationally tractable approach for real-time human 
activity recognition that is based on simple statistical features. These features are simple and relatively small, accord- 
ingly they are easy and fast to be calculated, and further form a relatively low-dimensional feature space in which clas- 
sification can be carried out robustly. On the Weizmann publicly benchmark dataset, promising results (i.e. 97.8%) have 
been achieved, showing the effectiveness of the proposed approach compared to the-state-of-the-art. Furthermore, the 
approach is quite fast and thus can provide timing guarantees to real-time applications. 
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1. Introduction 

One of the most intriguing areas of research in the fields 
of pattern recognition and artificial intelligence is the au- 
tomatic understanding of human activities in video sequ- 
ences, which has been the center of interest of many re-
searchers over the last two decades. In spite of the volu- 
minous existing literature on the analysis and interpreta-
tion of human motion motivated by the rise of security 
concerns and increased ubiquity and affordability of digital 
media production equipment, research on human action 
and event recognition is still at the embryonic stage of 
development. Therefore much additional work remains to 
be done to address the ongoing challenges. It is clear that 
developing good algorithms for solving the problem of 
action recognition would yield huge potential for a large 
number of potential applications, e.g., human-computer 
interaction, video surveillance, gesture recognition, robot 
learning and control, etc. In fact, the non-rigid nature of 
human body and clothes in video sequences resulting 
from drastic illumination changes, changing in pose, and 
erratic motion patterns presents the grand challenge to 
human detection and action recognition [1]. In addition, 
while the real-time performance is a major concern in 
computer vision, especially for embedded computer vi- 
sion systems, the majority of state-of-the-art action rec- 
ognition systems often employ sophisticated feature ex- 
traction and/or learning techniques, creating a barrier to 
the real-time performance of these systems. Thus there is 
a possibility of a trade-off between accuracy/reliability 

and computational load. 
In this paper, we propose a conceptually simple and com- 

putationally efficient framework to recognize human ac- 
tions from video sequences. All the features extracted 
here are basically based on a set of difference images for- 
med for example by successive subtraction of each pre-
ceding frame from each current one. The proposed me- 
thod is evaluated using the popular Weizmann dataset. Ex- 
perimental results show that our method not only effect- 
tively guarantees the real-time requirements required by 
real-time applications but also performs comparably to 
more computationally intensive and sophisticated meth- 
ods in the literature. 

The remainder of the paper proceeds as follows. Sec- 
tion 2 reviews the existing literature, while Section 3 
describes the proposed action recognition method. Ex- 
perimental results and a comparison with four widely 
quoted recent approaches are presented in Section 4. At 
last, in Section 5, we conclude the paper and point out 
the future work. 

2. Related Work 

For the past two decades or so, a significant body of re- 
search literature has been contributed, proposing and/or 
investigating various methodologies for human activity 
recognition from video sequences. Human action can ge- 
nerally be recognized using various visual cues such as 
motion [2-4] and shape [5-8]. Scanning the literature, one 
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notices that a large body of work in action recognition 
focuses on using interest points and local feature descri- 
ptors [9-11]. The local features are extracted from the re- 
gion around each keypoint. These features are then quan- 
tized to provide a discrete set of visual words before they 
are fed into the classification module. Another thread of 
research is concerned with analyzing patterns of motion 
to recognize human actions. For instance, in [3], periodic 
motions are detected and classified to recognize actions. 
Like us, some other researchers have opted to use both 
motion and shape cues. For example, in [12], Bobick and 
Davis use temporal templates, including motion-energy 
images and motion-history images to recognize human 
movement. In [13] the authors detect the similarity be- 
tween video segments using a space-time correlation mo- 
del. While Rodriguez et al. in [14] present a template- 
based approach using a Maximum Average Correlation 
Height (MACH) filter to capture intra-class variabilities, 
Jhuang et al. in [15] perform actions recognition by buil- 
ding a neurobiological model using spatio-temporal gra- 
dient. Additionally in [16], actions are recognized by train- 
ing different SVM classifiers on the local features of sha- 
pe and optical flow. In parallel, a great deal of work focus- 
es on modeling and understanding human motions by 
constructing elaborated temporal dynamic models [17, 
18]. Finally, there is also a fertile and broadly influential 
area of research that uses generative topic models for 
modeling and recognizing action categories based on the 
so-called Bag-of-Words (BoW) model. The underlying con- 
cept of a BoW is that the video sequences are represented 
by counting the number of occurrences of descriptor pro- 
totypes, so-called visual words [19]. 

3. Proposed Methodology 

In this section, we discuss our proposed methodology for 
real-time action recognition. Figure 1 is a simplified blo- 
ck diagram illustrating the main components of the propos- 
ed recognition architecture, and how they interact with 
each other in order to achieve effective functionality of 
the whole system. As shown in the block diagram, a se- 
quence of difference images is first constructed from 
successive frames of a video sequence by subtracting the 
current frame from the previous one. Then local features 
are extracted from the difference images based on a vari- 
ety of shape moment descriptors. Since the global infor- 
mation of motion intuitively appears to be more relevant 
and appropriate to the current action recognition task, the 
final feature vectors fed into the SVM classifiers are 
constructed using both local and global features. In the 
following subsections, we discuss each module of the 
baseline architecture aforementioned in Figure 1 in fur- 
ther detail, with a particular focus on the feature extrac- 
tion module. 

 
Figure 1. Main structure of the proposed approach. 

3.1. Preprocessing 

For later successful feature extraction and classification, 
it is important to preprocess all video sequences to remo- 
ve noisy, erroneous, and incomplete data, and to prepare 
the representative features that are suitable for knowl- 
edge generation. To wipe off noise and weaken image 
distortion, all frames of each action snippet are smoothed 
by Gaussian convolution with a kernel of size 3 × 3 and 
variance σ = 0.5. The following feature extraction mod- 
ule is basically based on the difference image of adjacent 
frames, which is a good cue for moving objects in the 
image (see Figure 2). The difference image is first form- 
ed between successive frames of a given action snippet. 
This can be realized by simply subtracting the current fra- 
me from its immediate predecessor on a pixel-by-pixel 
basis. Then the absolute value of this difference is com-
pared with a predetermined threshold. More formally the 
difference image at a time t is given by:  

     1, = , ,t t tD x y I x y I x y             (1) 

where  1 ,tI x y  and  1 ,tI x y  are the frames at the 
time steps t and t + 1 respectively.  

Five shots from a “walking” action. The red-colored re-  
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Figure 2. Five shots from a “walking” action. The red-colored regions corresponding to the difference images, from where the 
features are extracted. 

 
• intensity of motion  i t :  gions corresponding to the difference images, from where 

the features are extracted. 
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                  (6) 3.2. Feature Extraction 

Feature extraction is indeed the core of any recognition 
system, but is also the most challenging and time-con- 
suming part. Further it was stated that the overall perfor- 
mance of the recognition system relies heavily on the fea- 
ture extraction than the classification part. In particular, 
real-time feature extraction is a key component for any 
action recognition system that claims to be truly real- 
time. Many varieties of visual features can be used for hu- 
man action recognition. In this work, the features that 
have been considered are derived from the difference 
images that primarily describe the shape of the moving 
human body parts. Such features represent a fundamental 
source of information regarding the interpretation of a 
specific human action. Furthermore the information of 
motion can be also extracted by following the trajectory 
of the motion centroid. The extracted features are pri- 
marily based on computing the moments of the differ- 
ence images to specify the type of motion of a given ac- 
tion. Therefore the basic features are defined as:  

Thus the feature vector of a given action snippet at 
time t is given by  

            , , , ,
T

x y x yt t t t t i t    


    (7) 

Then all the feature vectors extracted from all frames 
within an action snippet are normalized to fit a zero- 
mean and a unit variance distribution. The normalized 
vectors obtained can now be used as shape contextual 
information for classification and matching. Many appro- 
aches in various object recognition applications directly 
combine these vectors to get one final vector per video 
and classify it using any classification algorithm. It would 
be worthwhile to note here that concatenating all the fea- 
ture vectors extracted from all the frames of an action 
snippet will result in a large feature vector that might be 
less likely to be classified correctly, and not allow the sys- 
tem to run in real-time as intended. As a result, the effect- 
tiveness and efficiency of the the whole recognition sys-
tem will be undermined or limited. To circumvent this pro- 
blem and to reduce the dimensionality of the final feature 
vector of action snippet, first each action snippet is tem- 
porally divided into a number of overlapping time slices. 
Then all the feature vectors at a time-slice are weighted 
and averaged to obtain only one feature vector for each 
time-slice:  

• center of motion       = ,x yt t  
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• mean absolute deviation from the center of motion  where    2( 2) 2= tt e      is a weighting factor that de- 
fines a fuzzy membership for each feature vector within 
each time slice. Notably the closer the feature vector is to 
the center of the time-slice, the higher the weighting fac-
tor is. r is the time-slice index and τ is the length of each 
time-slice. All the feature vectors obtained from all the 
time-slices are eventually combined to generate one final 
vector that represents the feature descriptor for a specific 
action. 
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3.3. Global Motion Information 

From the discussion in the previous section, it is seen that 
the local features obtained at each time-slice, are emphasiz- 
ed. Historically, global features have been successfully ap- 
plied for automatic recognition in many applications of 
object recognition. This may permit and encourage us to 
combine the strengths of local and global features by 
fusing them to obtain robust and reliable recognition re- 
sults. All the global information extracted here are based 
on calculating the motion centroid that delivers the center 
of motion. Therefore the temporal information that de- 
scribe the distribution of motion are given by  

0

0

= t
t

x x

t t





 
                  (9) 

where tx


 and 0x


 are the displacement vectors at times 
t and 0  respectively. These features are proven to be 
most useful for our recognition task since they are very 
informative not only about the type of motion (e.g., 
translational or oscillatory), but also about the rate of 
motion (i.e., velocity). With these features, it would be 
able to distinguish, for example, between an action in 
which motion occurs over a relatively large area (e.g., 
running) and an action localized in a smaller region, 
where only small parts are in motion (e.g., one-hand 
waving). Hence, fusing local and global features provides 
a potential way by which notable improvements in the 
recognition performance can be achieved. 

t

3.4. Action Classification 

In this section, we formulate the action recognition task 
as a multi-class learning problem, where there is one 
class for each action, and the goal is to assign an action 
to an individual in each video sequence. There are vari-
ous supervised learning algorithms by which an action 
recognizer can be trained. Support Vector Machines 
(SVMs) are used in our framework due to their out-
standing generalization capability and reputation of a 
highly accurate paradigm. SVMs [20] are based on the 
Structure Risk Minimization principle from computa-
tional theory, and are a solution to data overfitting in 
neural networks. Originally, SVMs were designed to 
handle dichotomic classes in a higher dimensional space 
where a maximal separating hyperplane is created. On 
each side of this hyperplane, two parallel hyperplanes are 
conducted. Then SVM attempts to find the separating 
hyperplane that maximizes the distance between the two 
parallel hyperplanes. Intuitively, a good separation is 
achieved by the hyperplane having the largest distance 
(see Figure 3). Hence, the larger the margin the lower 
the generalization error of the classifier. More formally, 
let   

 

Figure 3. Generalized optimal separating hyperplane. 
 
this problem are best addressed by allowing some exam-
ples to violate the margin constraints. These potential 
violations are formulated using some positive slack vari-
ables i  and a penalty parameter C ≥ 0 that penalize the 
margin violations. Thus the optimal separating hyper-
plane is determined by solving the following QP prob-
lem:  

0

2

,

1
 min
2 i

i

C


  
β

             (10) 

subject to     0, 1  0 i i i iy x i i    .        
Geometrically,  is a vector going through the 

center and perpendicular to the separating hyperplane. 
The offset parameter 0

dR 

  is added to allow the margin to 
increase, and to not force the hyperplane to pass through 
the origin that restricts the solution. For computational 
purposes it is more convenient to solve SVM in its dual 
formulation. This can be accomplished by forming the 
Lagrangian and then optimizing over the Lagrange mul-
tiplier  . The resulting decision function has weight 
vector ii

= ,i i i 0x y C    . The instances ix  
with > 0i  are called support vectors, as they uniquely 
define the maximum margin hyperplane. In our approach, 
several classes of actions are created. Several one-vs-all 
SVM classifiers are trained using the features extracted 
from the action snippets in the training dataset. Both lo- 
cal features and global information of motion are com- 
bined to generate one feature vector per action snippet. 
All the feature vectors of trained sequences in the dataset 
are eventually fed into the SVM classifiers for the final 
decision. 

4. Experiments 

In this section, the experiments conducted to show the 
performance of the proposed method are described. To 
assess the reliability of the method, the results obtained 
are compared with those reported in the literature for ac- 
tion recognition. All experiments were preformed on the 
popular Weizmann action dataset provided by Blank et al. 
[21] in 2005, which contains a total of 90 video clips (i.e., 

= , , 1, 1d
i i i iy R y   x x   be a training da- 

taset, Coretes and Vapnik stated in their paper [20] that  
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5098 frames) performed by 9 individuals. Each video 
clip contains one person performing an action. There are 
10 categories of action involved in the dataset, namely wal- 
king, running, jumping, jumping-in-place, bending, jack- 
ing, skipping, galloping-sideways, one-hand-waving and 
two-hand-waving. Typically, all the clips in the dataset 
are sampled at 25 Hz and last about 2 seconds with im- 
age frame size of 180 × 144. A sample frame for each 
action in the Weizmann dataset is illustrated in Figure 4. 
In order to provide an unbiased estimate of the generali-
zation abilities of the proposed method, we used the 
leave-one-out cross-validation technique in the validation 
process. As the name suggests, this involves using a gr- 
oup of sequences from a single subject in the original 
dataset as the testing data, and the remaining sequences 
as the training data. This is repeated such that each group 
of sequences in the dataset is used once as the validation. 
More specifically, the sequences of 8 subjects were used 
for training and the sequences of the remaining subject 
were used for validation data. SVMs with Gaussian ra- 
dial basis function kernel are trained on the training set, 
while the evaluation of the recognition performance is per- 
formed on the test set.  

The recognition results obtained by the proposed me- 
thod are summarized in a confusion matrix in Table 1, 
where correct responses define the main diagonal. From 

the figures in the matrix, a number of points can be dra- 
wn. The majority of actions are correctly classified. An 
average recognition rate of 97.8% is achieved with our 
proposed method. What is more, there is a clear distinc-
tion between arm actions and leg actions. The mistakes 
where confusions occur are only between skip and jump 
actions and between jump and run actions. This intui-
tively seems to be reasonable due to the fact of high clo- 
seness or similarity among the actions in each pair of 
these actions. In order to quantify the effectiveness of the 
proposed method, the results obtained are compared 
qualitatively with those obtained previously by other 
investigators. The outcome of this comparison is present- 
ed in Table 2. In light of this comparison, we can see 
that the proposed method is competitive with the state- 
of-the-art methods. It is worthwhile to mention that all 
the methods [10,22-24] that we compared our method 
with, except the method proposed in [25], have used si- 
milar experimental setups, thus the comparison seems to 
be meaningful and fair. A final remark concerns the real- 
time performance of our approach. The proposed action 
recognizer runs at 18fps on average (using a 2.8 GHz 
Intel dual core machine with 4 GB of RAM, running 
32-bit Windows 7 Professional). This clearly indicates 
that our recognition method is very amenable to working 
with real-time applications and embedded systems. 

 

 

Figure 4. A sample frame for each action in the Weizmann action dataset [21]. 
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Table 1. Confusion matrix of the proposed method. 

ACTION wave2 wave1 walk skip side run jump jump jack bend 

wave2 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

wave1 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

walk 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

skip 0.00 0.00 0.00 0.89 0.00 0.00 0.00 0.11 0.00 0.00 

side 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 

run 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 

jump 0.00 0.00 0.11 0.00 0.00 0.00 1.00 0.00 0.00 0.00 

jump 0.00 0.00 0.03 0.00 0.00 0.11 0.00 0.89 0.00 0.00 

jack 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 

bend 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 

 
Table 2. Comparison with four widely-quoted methods. 

METHOD ACCURACY 

Proposed method 97.8% 

Fathi et al. [25] 100% 

Bregonzio et al. [22] 96.6% 

Zhang et al. [23] 92.8% 

Niebles et al. [24] 90.0% 

Dollar et al. [10] 85.2% 

5. Conclusion and Future Work 

In this paper we have presented a computationally effi- 
cient method for real-time human action recognition us- 
ing a finite set of features directly derived from differen- 
ce frames of action snippet. Such features are very cheap 
to compute and form a relatively low dimensional feature 
space in which classification can be carried out robustly. 
Moreover partitioning action snippets into several time- 
slices in a fuzzy manner allows the model to be more 
robust to shape deformations and time wrapping effects. 
The results obtained are in a good agreement with those 
obtainable with much more sophisticated and computa- 
tionally intensive methods in the literature. Furthermore 
the proposed method achieves real-time performance and 
thus can offer latency guarantees to real-time applica-
tions. However it would be advantageous to explore the 
empirical validation of the method on more complex rea- 
listic datasets presenting many technical challenges in 
data handling such as object articulation, occlusion, and 
significant background clutter. Such issues are of great 
interest and need to be tackled by our future work. 
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