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ABSTRACT 

In 2000, Kostyrko, Salat, and Wilczynski introduced and studied the concept of I-convergence of sequences in metric 
spaces where I is an ideal. The concept of I-convergence has a wide application in the field of Number Theory, trigo- 
nometric series, summability theory, probability theory, optimization and approximation theory. In this article we in- 

troduce the double sequence spaces    2 0 2,I Ic f c f  and  2
Il f  for a modulus function f and study some of the 

properties of these spaces. 
 
Keywords: Ideal; Filter; Modulus Function; Lipschitz Function; I-Convergence Field; I-Convergent; Monotone and 

Solid Double Sequence Spaces 

1. Introduction 

The notion of I-Convergence is a generalization of the 
concept statistical convergence which was first intro- 
duced by H. Fast [1] and later on studied by J. A. Fridy 
[2,3] from the sequence space point of view and linked it 
with the summability theory. At the initial stage I-Con- 
vergence was studied by Kostyrko, Salat and Wilezynski 
[4]. Further it was studied by Salat, Tripathy, Ziman [5] 
and Demirci [6]. Throughout a double sequence is de- 
noted by  .ijx x  Also a double sequence is a double 
infinite array of elements klx   for all ,k l .  The 
inital works on double sequences is found in Bromwich 
[7], Basarir and Solancan [8] and many others. 

2. Definitions and Preliminaries 

Throughout the article  and ,  ,  IN IR    denotes the 
set of natural, real, complex numbers and the class of all 
sequences respectively. 

Let X be a non empty set. A set  ( 2  de- 
noting the power set of X) is said to be an ideal if I is 
additive i.e 

2XI  X

,A B I A B I    and hereditary i.e. 
,A I B A  B I  . 

A non-empty family of sets  is said to be 
filter on X if and only if 

 £ 2I  X

 £ I , for ,A B  £ I  we 
have  £A B I  and for each  £A I  and A B  
implies .  £B I

An Ideal  is called non-trivial if . 2XI  2XI 
A non-trivial ideal  is called admissible if 2XI 
  :x x X I  . 
A non-trivial ideal I is maximal if there cannot exist 

any non-trivial ideal J I  containing I as a subset. 
For each ideal I, there is a filter  £ I  corresponding 

to I. 
i.e.    £ : cI K N K I   , where cK N K  . 
The idea of modulus was structured in 1953 by Na- 

kano (See [9]). 
A function    : 0, 0,f     is called a modulus if 
(1)  f t 0  if and only if , 0t 
(2)      f t u  f t f u  for all , , 0t u 

(3) f  is nondecreasing, and 
(4) f  is continuous from the right at zero. 
Ruckle [10] used the idea of a modulus function f  

to construct the sequence space 

     
1

: .k k
k

X f x x f x




     
 

  

This space is an FK space , and Ruckle[10] proved that 
the intersection of all such  X f  spaces is  , the 
space of all finite sequences. 

The space X(f) is closely related to the space  which 
is an X(f) space with 

1l
 f x x  for all real . Thus 

Ruckle [11] proved that, for any modulus 
0x

f . 
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   1 andX f l X f l


   

where 

     
1

:k k k
k

X f y y f y x
 





      
 

  

The space  X f  is a Banach space with respect to 
the norm 

 
1

k
k

x f x




     (See [10]). 

Spaces of the type  X f  are a special case of the 
spaces structured by B. Gramsch in [12]. From the point 
of view of local convexity, spaces of the type  X f  
are quite pathological. Therefore symmetric sequence 
spaces, which are locally convex have been frequently 
studied by D. J. H. Garling [13,14], G. Kothe [15] and W. 
H. Ruckle [10,16]. 

Definition 2.1. A sequence space E is said to be solid 
or normal if  ijx E  implies  ij ijx E   for all se-  

quence of scalars  ij  with 1 ij  for all ,i j IN   

(see [17]) 
Definition 2.2. Let 

  1 2 3 1 2 3

 

 , : , ; andi j

K

n k i j IN n n n k k k

IN IN

      

 

   

and E be a double sequence space. A -step space of 
is a sequence space 

K
E

     : .E
K ij ij ijx x E    

Definition 2.3. A cannonical preimage of a sequence 

 ,i jn kx E  is a sequence  defined as follows  ,n kb 

, ,k K

E

E

,
,

, for

0, otherwise.
n k

n k

a n
b


 


 (see [18]). 

Definition 2.4. A sequence space E is said to be 
monotone if it contains the cannonical preimages of all 
its stepspaces (see [19]). 

Definition 2.5. A sequence space E is said to be 
convergence free if , whenever  ijy   ijx E  and 

 implies . 0ijx  0ij

Definition 2.6. A sequence space E is said to be a 
sequence algebra if 

y

 ij ijx y E  whenever  

   ij ijx E y E  . 

Definition 2.7. A sequence space E is said to be  

symmetric if     i jx E    whenever  ijx E  where  

 i  and  is a permutation on N.  j
Definition 2.8. A sequence  ijx   is said to be 

I-convergent to a number L if for every . 0
  , : iji j IN IN x L I      . In this case we write 

I-lim ijx L . 
The space Ic  of all I-convergent sequences to  is 

given by  
L

     : , :

some

I
ijc i j IN IN x L

L C

 ,I

for

ijx    



 
 


Definition 2.9. A sequence 

ij x   is said to be 
I-null if 0L  . In this case we write I-lim 0ijx  . 

Definition 2.10. A sequence  ij
x   is said to be 

I-cauchy if for every  there exists a number 0
 m m and  n n   such that  

  , : ij mni j IN x x IIN     . 

Definition 2.11. A sequence  ij
x   is said to be 

I-bounded if there exists  such that 0M 

  , : iji j IN IN x M I     

Definition 2.12. A modulus function f  is said to 
satisfy 2  condition if for all values of u there exists a 
constant  such that 0K     f Lu KLf u  for all 
values of . 1L 

Definition 2.13. Take for I the class fI  of all finite 
subsets of IN . Then fI  is a non-trivial admissible 
ideal and fI  convergence coincides with the usual con- 
vergence with respect to the metric in X (see [4]). 

Definition 2.14. For I I  and A IN  with 
 A 0  respectively. I  is a non-trivial admissible 

ideal, I -convergence is said to be logarithmic sta- 
tistical convergence (see [4]). 

Definition 2.15. A map  defined on a domain 
 i.e.  is said to satisfy Lipschitz 

condition if 


RD  X : D X I 

   x y K x y     where K is known 
as the Lipschitz constant. The class of K-Lipschitz func- 
tions defined on D is denoted by  (see [20]).  ,D K 

Definition 2.16. A convergence field of I-convergence 
is a set 

    : there exists limk .F I x x l I x    IR  

The convergence field  F I  is a closed linear sub- 
space of l  with respect to the supremum norm,  
  IF I l c    (See [5]). 
Define a function  : F I  I R  such that  
  limx I   x F Ix , for all , then the function 

 : F I IR  is a Lipschitz function (see [20]). 
(c.f [18,20-30]) 

Throughout the article 0, , ,I I Il c c m  and 0
Im  repre- 

sent the bounded, I-convergent, I-null, bounded I-con- 
vergent and bounded I-null sequence spaces respectively. 

In this article we introduce the following classes of 
sequence spaces. 
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2

2 0

2

: lim for some

: lim 0

: sup

I
ij ij

I
ij ij

I
ij ij

ij

c f x I f x L L I

c f x I f x I

l f x f x I







    

    

      
 

 

We also denote by 

     2 2 2
I Im f c f l f   

and 

     2 0 2 0 2 
I Im f c f l f   

The following Lemmas will be used for establishing 
some results of this article. 

Lemma (1) Let E be a sequence space. If E is solid 
then E is monotone. 

Lemma (2) Let  £K I  and M N . If M I , 
then M N I  

Lemma (3) If 2NI  and M N . If M I , then 
M N I . 

3. Main Results 

Theorem 3.1. For any modulus function f, the classes of 
sequences  and      2 2 0 2, ,I I Ic f c f m f  2 0

Im f  are 
linear spaces. 

Proof: We shall prove the result for the space 
.  2

Ic f
The proof for the other spaces will follow similarly. 
Let      2, I

ij ijx y c f  and let ,   be scalars. 
Then 

 
 

1 1

2 2

lim 0, for some ;

lim 0, for some ;

ij

ij

I f x L L c

I f y L L c

  

  




 

That is for a given , we have 0

   1 1, :
2ij ,A i j IN IN f x L I

       
 


   (1) 

   2 , :
2ij 2 .A i j IN IN f y L I

       
 


   (2) 

Since f is a modulus function, we have 

    
   
   

1 2

1 2

1 2

ij ij

ij ij

ij ij

f x y L L

f x L f y L

f x L f y L

   

 

  

   

   

 

Now, by (1) and (2),  

     1 2

1 2

, :  

.

ij iji j N f x y L L

A A

      

 



Therefore    2
I

ij ijx y c f    

Hence  2c fI  is a linear space. 
Theorem 3.2. A sequence    2

I
ijx x m f 

0
 is 

I-convergent if and only if for every  there exists 
,I J IN   such that 

      , 2, : I
ij I Ji j IN IN f x x m f    

 
   (3) 

Proof: Suppose that limL I x  . Then  

   2, :  
2

For all 0.

I
ijB i j IN IN x L m f

       
 







 

Fix an ,I J B   . Then we have 

2 2I J ij I J ijx x x L L x       
   

 
  

which holds for all ,i j B  . 

Hence       2, : I
ij I Ji j IN IN f x x m f    

 
  .  

Conversely, suppose that 

      2, : I
ij I Ji j IN IN f x x m f    

 
 .  

That is       2, : I
ij I Ji j IN IN x x m f    

 
   

for all . Then the set 0

  
 

2

2

, : ,

for all 0.

ij I J I J

I

C i j IN IN x x x

m f

       

 

     


 

Let ,I J I JN x x          . If we fix an  then  0

we have  2 2
IC m f  as well as  2 2

2

.IC m f   

Hence  2 2 2

2

.IC C m f  This implies that  

2

N N    

that is 

    2, : I
iji j IN IN x N m f     

that is 
diam diamN N   

where the diam of N denotes the length of interval N. 
In this way, by induction we get the sequence of 

closed intervals 

0 1 .ijN I I I       

with the property that   1 1

1
diam diam

2ij i jI I    for  

 , 2,3, 4,i j   and  

 
   2

I
ij ijx I m f , :i j IN IN   for 

 , 1, 2,3, 4,i j   . 
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Then there ex  aists  ijI   where  such 
th

,i j IN
at limI x   . So that   lim  f I  hat is 

L I
 Let 

f x , t
 lim f x . 

Theorem 3.3. f  and g  be modulus functions 
that satisfy the 2 -condition.If X  is any of the spaces 

2 2 0 2, ,I I Ic c m  a 2 0nd Im  etc, then the following asser- 

(i) 
tions hold. 

  X g X f g  , 

   (ii)  X f X g X f g  . 
IProof: (i) Let    2 0ijx c g . Then 

  0xlim ij
ij

I g              (4) 

Let  and choose 0   with 0 1   such that 
 t  r 0 tf   fo   . 

Write  ijy g ijx  and consider 

    lim lim lim
ij ij

ij ij ijy yij ij ij
f y f y f y

  
   

We have 

     lim 2 limij ij
ij ij

f y f y          (5) 

For ijy  , we have 1ij ij
ij

y y
y

 
   . Since f is  

non-d creasing,it fo at e llows th

   
21ijy 1

1 2
2 2

ij
ij

y
f y f f f

 
 

      
   

 

Since 

 

f  satisfies the -condition, we have 2

       1 1ij ij ijy y y
2 2 2

2 2ijf y K f K f K f
  

    

Hence 

       1max 1, 2 lim .ij ij
ij ij

lim f y K f   y     (6) 

From (4), (5) and (6), we have    2 0
I

ijx c f g  . 
e other cases cThus    2 0 2 0

I Ic g c f g  . Th an be 
proved si

(ii) Let  
milarly. 

   2 0 2 0
I I

ijx c f c g . Then 

 lim 0ij
ij

I  f x   and lim  0ij
ij

I g x   

      
   

lim lim

lim lim 0

ij ij ij
ij ij

ij ij
ij ij

f g x f x g x

f x g x

  

 
 



Therefore 

  lim 0ij
ij

f g x   

which implies     ,ijx X f g 
 .

that is  
   X f X g X f g   
Corollary 3.4.  X X f  for 2 2 0 2, ,I I IX c c m  

and 2 0 .Im  

Pr Toof: he result can be easily proved using  
   f x x  for  ijx x X  . 

 Theorem 3.5. The spaces  2 0
Ic f  and  2 0

Im f  are 
so

prove the result for 
lid and monotone. 
Proof: We shall  2 0

Ic f . Let 
 2 0

I
ijx c f . Then  

 lim 0ij
ij

I f x               (7) 

Let  ij  be a sequence of scalars with 1ij   for 
all ,i j IN . Then we have  

   
 

 

lim

lim 0

lim 0 for all ,  .

ij ij ij ij
ij ij

ij ij
ij

ij ij
ij

limI f x I f x

I f x

I f x i j IN







  

  

  

 

which implies that 



 2 0 I
ij ijx c f  . 

pace  Ic f  Therefore the s is2 0  solid. The space  

 I f  is monotone follows from Lemma (1). For  2 0c

 2 0m f
Theor

I  the result can be proved similarly. 
em 3.6. The spaces  2

Ic f  and  Im f2  are 
ne

e. 
ither solid nor monotone in . 
Proof: Here we give a counter exampl

 general

Let I I  and   2f x x  for all x 0, .  Con- 
sider th ep space K-st e  KX f  of X de llows, 
Let 

fined as fo
 ijx X  and let  ijy  K  be such that  X

    , ifx , is even,

0, otherwise.

ij
ij

j
y  


 

i

 defined by   1ijx  ijxConsider the sequence  for 
all ,i j N . 

Then    2
I

ijx c f
 belong to 

 but its K-stepspace preimage  

does not  .I f  Thus  2
Ic f  is not mo-  2c

notone. Hence  2 f  
. The s

Ic t solid. is no
 and Theorem 3.7 paces  2

Ic f  2 0
Ic f  are 

se
that is a sequence algebra. 

quence algebras. 
Proof: We prove  2 0

Ic f  
Let      2 0, I

ij ijx y c f  . Then

 xlim 0ijI f   

and 

 lim 0ijI f y   

Then we have 

  lim . 0ij ijI f x y   

   2 0
I

ij ijx y c f   Thus is a sequence algebra. 

e space For th  2c f ,I   simi- 
la

orem 3.8. The spaces  and 

the result can be proved
rly. 
The  2

Ic f  2 0
Ic f  are 

no
example. 

t convergence free in genera
Proof: Here we give a counter 

l. 
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Let fI I  and   3f x x  for all x 0, . Con-  

si e sequder th ence  ijx  and  ijy  defined by 
1

and for all ,ij ijx y i IN   j i j
i j

 


Then    I
ijx c f  and , but 0

Ic f     I
ijy c f   

and  0 f . 
nce th

Ic
He e spaces  and  Ic f  0

Ic f  are not 
co

 I is not maximal and 
nvergence free. 
Theorem 3.9. If fI I , 

mmetr
then the 

spaces  2
Ic f  and  2 0

Ic f  are not sy ic. 
Proof: Let A I  be in ite and  fin f x x  for all 

Then by Lemma (3) we have 

 0, .  x 
If 

1, for , ,

0,otherwise.ij

i j A
x


 


 

   2 0 2
I I

ijx c f c f  . 
Let K IN  be such that K I  and IN K I  . 

Let : K A   and : IN N AK I    ion be biject s, 
then :the map π IN 

 , for ,j i j K
IN  defined by 

 

 

,
π

,otherwise

i
ij

ij





 


 

is a permutation on IN , but    2
I

ijx c f   and 

   2 0
I

ijx c f  . 
Hence 2 0

Ic f 
m 3.10.

 and 
Then 

: The inclusion  is obvious. 

 c f
 be a 
2

I are not symmetric. 
Theore  Let f modulus function. 
     2 2

I I If c f l f   and the inclusions are 

Proof

2 0c
proper. 

   2 0 2
I Ic f c f

Let  2  .I
ijx x c f  s L C Then there exist   such 

that 

 lim 0.ijI f x L   

We have      1 1
.

2 2ij ijf x f x L f L    

Taking th he supremum over on bot  sides we 
ge

andi j  
t  2ijx l f . 
N thext we show at the incl oper.usion is pr  
(i)    2 0 2

I Ic f c f  

Let      I
2ijx x c  f  then  lim ijI f x L   for  

so , whic sme h implie 0L C    2 0 .Ix c f  H

 Let 

ence 
the inclusion per. 

(ii)    2 2
I Ic f l f

 is pro
.    2 I

ijx x l f   then 

 
 
   
 
 

lim

lim

lim lim

lim

lim 0

ij

ij

ij

ij

ij

I f x

I f x L L

I f x L I f L

I f x L

I f x L

  

 2
Ix c f

    

     

   

  

 

Therefore , and hence the inclusion is 
proper. 

Theorem 3.11. The function  is the 
Lipschitz function, where 

 2: Im f IR

     2 2 2
I Im f c f l f 

tinuous. 
, and hence uniformly con- 

Proof: Let  2, ,Ix y m f x y  . Then the sets 

    
    

, : ,x ij

, : .y ij

A i x x x y Ij IN IN

A i j IN IN y y x y I

      

     


 



Thus the sets, 

      

     2, : I
y ij x y m      

, :

.

ij

j

j IN IN x

B i IN IN y y f

 

  
 

Hence also , so that 

2 ,I
xB i x x y m f    

 2
I

x yB B m f B  . 
Now taking ,i j  in B , 

   
   

3 .

ij ij ij ij

x y

x x x y y y

x y



     

 

 

   

Thus is a Lipschitz function. For  the re- 
su ved similarly. 

2. 

   0
Im f2

lt can be pro
Theorem 3.1 If ,  2

Ix y m f , then  
   2

Ix y m f         and xy x  y   .
Proof: For  0  

      

    
2

2

, :

( , ) : .

,x ij

I

B i j IN IN x x m f

B i j IN IN y y m f

     

     








 

I

y ij

Now, 

   
       
     

ij ij

ij ijij ij

ij ij ij

yx y x

x

 

y x y x y x y

x y y y x x

  

   

   

  

    (8) 

As 





   2 2
Im f l f , there exists an M IR  such  

that ijx M  and  y M . 

Using Equation (8) we get 

    2ij ijx y x y M M M        

For all . Hence   2, I
x yi j B B m f 

   I
2x y m f  and        xy x  y . 

For  2 0m f  I the resu milarly. 

4.

The authors would like to record their gratit e to the 
reviewer for his careful reading and making some useful 
co s which improved the tion of the 
paper. 

lt can be proved si

 Acknowledgements 

ud

rrection  presenta

Copyright © 2013 SciRes.                                                                                 ENG 



V. A. KHAN, N. KHAN 

Copyright © 2013 SciRes.                                                                                 ENG 

40 

ERENCES 
[1]

thematicum, Vol. 2, No. 1, 1951, pp. 241-244. 

l Convergence,” Analysis

REF
 H. Fast, “Sur la Convergence Statistique,” Colloqium Ma- 

[2] J. A. Fridy, “On Statistica , Vol. 
5, 1985, pp. 301-313. 

[3] J. A. Fridy, “Statistical Limit Points,” Proceedings of 
American Mathematical Society, Vol. 11, 1993, pp. 1187- 
1192. doi:10.1090/S0002-9939-1993-1181163-6 

[4] P. Kostyrko, T. Salat and W. Wilczynski, “I-Conver-
gence,” Real Analysis Exchange, Vol. 26, No. 2, 1999, pp
193-200. 

tions, Vol. 6, 2001, pp. 165-172. 

, “Concave Modulars,” Journal of Mathemati-

 
. 

[5] T. Salat, B. C. Tripathy and M. Ziman, “On Some Prop- 
erties of I-Convergence,” Tatra Mountain Mathematical 
Publications, 2000, pp. 669-686. 

[6] K. Demirci, “I-Limit Superior and Limit Inferior,” Ma- 
thematical Communica

[7] T. J. I. Bromwich, “An Introduction to the Theory of In- 
finite Series,” MacMillan Co. Ltd., New York, 1965. 

M. Basarir and O. Solancan, “On Some Double S[8] equence 
Spaces,” Journal of the Indian Academy of Mathematics, 
Vol. 21, No. 2, 1999, pp. 193-200. 

[9] H. Nakano 
cal

 
 Society, Japan, Vol. 5, No. 1, 1953, pp. 29-49.  

doi:10.2969/jmsj/00510029 

 W. H. Ruckle, “On Perfect Symm[10] etric BK-Spaces,” Ma- 
thematische Annalen, Vol. 175, No. 2, 1968, pp. 121-126.  
doi:10.1007/BF01418767 

[11] W. H. Ruckle, “FK-Spaces in Which the Sequence of 
Coordinate Vectors is Bounded,” Canadian Journal of 
Mathematics, Vol. 25, No. 5, 1973, pp. 973-975.  
doi:10.4153/CJM-1973-102-9 

[12] B. Gramsch, “Die Klasse Metrisher Linearer Raume 
L(φ),” Mathematische Annalen, Vol. 171, 1967, pp. 61- 
78. doi:10.1007/BF01433094 

[13] D. J. H. Garling, “On Symmetric Sequence Spaces,” Pro- 
ceedings of London Mathematical Society, Vol. 16, 1966, 
pp. 85-106. doi:10.1112/plms/s3-16.1.85 

[14] D. J. H. Garling, “Symmetric Bases of Locally Convex 
Spaces,” Studia Mathematica, Vol. 30, No. 2, 1968, pp. 
163-181. 

[15] G. Kothe, “Topological Vector Spaces,” Springer, Berl
1970. 

in, 

[16] W. H. Ruckle, “Symmetric Coordinate Spaces and Sym- 
metric Bases,” Canadian Journal of Mathematics, Vol. 

19, 1967, pp. 828-838. doi:10.4153/CJM-1967-077-9 

[17] V. A. Khan and S. Tabassum, “On Some New Double 

n,” Communications, Faculty of Sciences, Univer- 

 Journal of the London Mathematical Society, 

al Analysis and Applications, Vol. 197, No. 2, 

Sequence Spaces of Invariant Means Defined by Orlicz 
Functio
sity of Ankara, Vol. 60, 2011, pp. 11-21. 

[18] J. Singer, “Bases in Banach Spaces. 1,” Springer, Berlin, 
1970.  

[19] M. Sen and S. Roy, “Some I-Convergent Double Classes 
of Sequences of Fuzzy Numbers Defined by Orlicz Func- 
tions,” Thai Journal of Mathematics, Vol. 10, No. 4, 2013, 
pp. 1-10.  

[20] I. J. Maddox, “Some Properties of Paranormed Sequence 
Spaces,”
Vol. 1, 1969, pp. 316-322.  

[21] J. Connor and J. Kline, “On Statistical Limit Points and 
the Consistency of Statistical Convergence,” Journal of 
Mathematic
1996, pp. 392-399. doi:10.1006/jmaa.1996.0027  

[22] K. Dems, “On I-Cauchy Sequences,” Real Analysis Ex-
change, Vol. 30, No. 1, 2005, pp. 123-128.  

emati- 

[23] M. Gurdal, “Some Types Of Convergence,” Doctoral Dis- 
sertation, Sleyman Demirel University, Isparta, 2004.  

[24] O. T. Jones and J. R. Retherford, “On Similar Bases in 
Barrelled Spaces,” Proceedings of American Math
cal Society, Vol. 18, 1967, pp. 677-680.  
doi:10.1090/S0002-9939-1967-0217552-8  

[25] P. K. Kamthan and M. Gupta, “Sequence Spaces and 
Series,” Marcel Dekker Inc., New York, 1981.  

[26] I. J. Maddox, “Elements of Functional Analysis,” Cam- 
bridge University Press, Cambridge, 1970. 

[27] I. J. Maddox, “Sequence Spaces Defined by
Mathematical Proceedings of the Cambridge

 a Modulus,” 
 Philosophi- 

cal Society, Vol. 100, 1986, pp. 161-166.  
doi:10.1017/S0305004100065968  

[28] T. Salat, “On Statistically Convergent Sequences of Real 
Numbers,” Mathematica Slovaca, Vol. 30, 1980, pp. 139- 

unction,” The- 
s and Computer Sci- 

 

150. 

[29] A. K. Vakeel and K. Ebadullah, “On Some I-Convergent 
Sequence Spaces Defined by a Modulus F
ory and Applications of Mathematic
ence, Vol. 1, No. 2, 2011, pp. 22-30. 

[30] A. Wilansky, “Functional Analysis,” Blaisdell, New York, 
1964.

 

http://dx.doi.org/10.2969/jmsj/00510029
http://dx.doi.org/10.2969/jmsj/00510029
http://dx.doi.org/10.1007/BF01418767
http://dx.doi.org/10.1007/BF01418767

