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#### Abstract

Residue Number System (RNS) has proved shaping the Digital Signal Processing (DSP) units into highly parallel, faster and secured entities. The computational complexity of the multiplication process for a RNS based design can be reduced by indulging Logarithmic Number System (LNS). The combination of these unusual number systems forms Residue Logarithmic Number System (RLNS) that provides simple internal architectures. Till date RLNS based processing units are designed for binary logic based circuits. In order to reduce the number of input output signals in a system, the concept of Multiple Valued Logic (MVL) is introduced in literature. In that course of research, this paper uses Tri Valued Logic (TVL) in RLNS technique proposed, to further reduce the chip area and delay value. Thus in this research work three different concepts are proposed, it includes the design of multiplier for RLNS based application for number of bits 8, 16 and 32 . Next is the utilization of TVL in the proposed multiplication structure for RLNS based system along with the error correction circuits for the ternary logarithmic and antilogarithmic conversion process. Finally the comparison of the two multiplication schemes with the existing research of multiplier design for RNS based system using booth encoding concepts. It can be found that the proposed technique using TVL saves on an average of about $\mathbf{6 3 \%}$ of area occupied and $\mathbf{9 7 \%}$ of delay value respectively than the existing technique.
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## 1. Introduction

The significant feature of Residue Number System (RNS) has come out as an effective solution in implementing
several DSP applications as it reduces the word length of input operands to smaller length modulo values. This provides high speed processing feature for the system where it is involved. Several research works are found in literature implementing RNS for FIR, IIR filters, and Digital Image Processing applications [1]-[7]. Further an important application of RNS is in cryptography, providing highly secured transmission of data [8]-[11]. The typical process of RNS involves in converting the input binary weighted value to its residues and vice versa with the predefined moduli set. Therefore the intermediate residues obtained cannot be processed further without knowing the exact moduli set. RNS also has the advantage of dividing the operation block into distinct modules that are independent of the others. The total number of modules in RNS depends on the number of moduli set values chosen to perform the corresponding operation. The selection of the moduli set forms an important factor in deciding the efficient operation of this number system [12] [13].

As DSP applications generally deal with consecutive multiplication and addition operations, implementation of these designs with reduced computational complexity is more essential. To fulfill this criterion, the method of introducing LNS into RNS is proposed and it is proved to produce more compressed architectures compared to those designs including RNS features alone [14]-[16]. The combination of this number system is proposed by Arnold [17], represented as Residue Logarithmic Number System (RLNS). The history of literature works depicts the utilization of operands with format $2^{p}$ (binary logic) with the value of $p>1$ for performing RLNS based addition and multiplication operation [18] [19]. This form of input operands in the multiplication operation provides accurate results with simple manipulation process using logarithmic property. This can be explained as follows, for the input operands of the format mentioned before, adding the exponents of operands gives the multiplication result once the antilogarithmic conversion procedure is completed. But if the input operand is not in the specific form given above i.e., any integer greater than 1 , for example $3,5,6,7, \cdots$ etc., then the logarithmic conversion of the operand will not provide a whole number result. Thus to improve the accuracy of the mantissa part obtained, the logarithmic and antilogarithmic error correction circuits become mandatory.

From the literature survey, it has been observed that in two-level logic (binary logic), performance degradation occurs due to large area occupied for interconnection purpose [20]. It is broadly studied that in VLSI chip $70 \%$ of the area is consumed for interconnection, $20 \%$ to insulation and $10 \%$ to devices [21]. Therefore the concept of Multiple Value Logic (MVL) becomes indispensable in reducing the above problem by using larger value of signals over same area. The application of MVL for the design of several circuits and its advantages are proved in previous literature works [22]-[26]. The only limitation of using MVL is that the design techniques are little more complex than the binary logic circuits [27]. However the most efficient radix for implementing switching systems is claimed to be the natural base ( $e=2.71823$ ). This infers that the best integral radix is 3 rather than 2 [20] [28]. From the previously proposed works the design of basic ternary logic gates and its application in various circuits can be studied [29]-[32]. Also TVL based RNS system is proved to provide increased speed and reduced area consumption values [33] [34].

From all the key features discussed above, the design of multiplier for RLNS based applications using TVL is proposed in this work. This method is more effectual in reducing the computational complexity of the multiplier design as logarithmic property is involved. To further reduce the number of input output terminals, overall area occupied and the delay values of the circuit, TVL is incorporated. The challenging task for the design of proposed idea lie in the conversion of ternary inputs to its corresponding logarithmic values and vice versa. This forms the major contribution of this work, along with the error correction circuit of ternary logarithmic and antilogarithmic conversion process. As far as dealing with logarithmic numbers with base value 2 (binary logic), there are several procedures followed to ensure correction process for the logarithmic and antilogarithmic conversion circuits. They can summarized as Look Up Table (LUT) based approach [35] [36], improving the accuracy of Mitchell's approach [37] using correction term based, Divided approximation [38]-[41], Operand decomposition [42] [43] and so on. But in the case of TVL, Mitchell's approach cannot be applied, as the approaches do not provide even approximate results for all values in the conversion process. Also use of LUT is not appreciated as it involves in increasing the area utilization of the design. Hence different approach is followed for reducing the error value of the ternary logarithmic and antilogarithmic conversion process (discussed in Section 4)

The difficulty encountered in the logarithmic conversion of the ternary values can be explained as follows, in case of base 2 logarithm the value of $\log _{2} 14$, found by Mitchell's method [37] is explained below. For instance, $(14)_{10}$ is represented in binary values as $(1110)_{2}$, the corresponding Mitchell's approximated logarithmic value is $(11.110)_{2}$ and its decimal value is 3.75 against the actual value of 3.8073 . Similarly if the same logic is applied
for ternary number $(112)_{3}$ (ternary value of 14 ), the ternary logarithmic value becomes $(2.12)_{3}$ with approximate decimal value ( 2.5555$)_{10}$ whose actual value is $(2.4021)_{10}$. The ternary logarithmic values seems to be closer, but the actual antilogarithmic value becomes $16.56\left(3^{2.5555}\right)$ for 14 . Hence suitable method for logarithmic and antilogarithmic conversion of ternary number has to be designed. The logarithmic conversion of the input ternary operands is then followed with the steps of RNS manipulation discussed in next section. The final result obtained from the reverse conversion process, as explained in the beginning is then converted back to its antilogarithmic format to get the original ternary weighted value. This TVL based design is then compared with the binary logic based multiplication process utilizing the concepts of RLNS procedure and also with the existing research work (binary logic) explained in later sections. This comparison provides the clear idea about the parameter values saved by the TVL based design over the other two utilizing binary logic.

The flow of this paper can be explained as follows, Section 2 deals with the mathematical background of the RNS and RLNS, Section 3 explains the block diagram of the entire multiplication scheme using RLNS, with ternary input values. The explanation on the error correction procedures adopted for logarithmic and antilogarithmic conversion process is given in Section 4. Simulation results obtained and its analysis made on the proposed design using TVL and binary logic along with the existing design for multiplication process using booth encoding techniques are dealt in Section 5. The entire research work and the key results are concluded in section 6.

## 2. Mathematical Background of RNS and RLNS

The three major operations involved in RNS are given as follows: Initially the conversion of the input operand into its corresponding residues is known as Forward conversion. The integer number representation based on RNS is defined by a set of Q relatively prime integers $\left\{\mathrm{m}_{1}, \mathrm{~m}_{2}, \cdots, \mathrm{~m}_{\mathrm{Q}}\right\}$, that can be quoted as the RNS base or moduli set. Relatively prime integers denoted is given by $\operatorname{gcd}\left(m_{i}, m_{j}\right)=1$ for $i \neq j$. The weighted input operand can be denoted as, $X=\left(x_{1}, x_{2}, \cdots, x_{Q}\right)$, where the value of $x_{i}$ is given by,

$$
\begin{equation*}
x_{i}=X \bmod m_{i}=|X|_{m_{i}}, 0 \leq x_{i} \leq m_{i} \tag{1}
\end{equation*}
$$

This residue computation is exclusive for any integer $X$, given the range $[0, M$ ), whereas $M$ is the dynamic range given as $\mathrm{M}=\mathrm{m}_{1} \times \mathrm{m}_{2} \times \cdots \times \mathrm{m}_{\mathrm{Q}}$. The arithmetic operations such as addition, subtraction, multiplication, division, exponentiation and squaring values are computed by RNS in parallel channels. The carry free propagation across the channels accounts for high speed manipulation of RNS. Let T denotes the required computation to be carried out, then $T=X \circ Y$, where $\circ$ be any of the arithmetic functions mentioned before. Thus the corresponding residues can be represented as

$$
\begin{equation*}
\left(\mathrm{t}_{1}, \mathrm{t}_{2}, \cdots, \mathrm{t}_{\mathrm{Q}}\right)=\left(\left|\mathrm{x}_{1} \circ \mathrm{y}_{1}\right|_{\mathrm{m}_{1}},\left|\mathrm{x}_{2} \circ \mathrm{y}_{2}\right|_{\mathrm{m}_{2}},\left|\mathrm{x}_{3} \circ \mathrm{y}_{3}\right|_{\mathrm{m}_{3}}, \cdots,\left|\mathrm{x}_{\mathrm{Q}} \circ \mathrm{y}_{\mathrm{Q}}\right|_{\mathrm{m}_{\mathrm{Q}}}\right) \tag{2}
\end{equation*}
$$

where $t_{i}$ is calculated from $x_{i}$ and $y_{i}$ in a modulo channel with the corresponding modulus value given by $m_{i}$, $\mathrm{i}=1,2, \cdots, \mathrm{Q}$. The result of the specific operation has to be converted back to its corresponding weighted number. This process is done by the Reverse conversion method. The algorithm for the reverse conversion process is primarily based on the Chinese Remainder Theorem (CRT) [44]-[47], Mixed Radix Conversion (MRC) [47] and New Chinese Remainder Theorem (New CRT's) [48]. In this paper the reverse conversion operation is done by using CRT method, as smaller range of logarithmic values are dealt in the entire process, for which CRT method is more suitable compared with other procedures.

The combination of LNS and RNS by Arnold simplifies RNS based applications by enabling manipulation of smaller values of data due to logarithmic conversion of the operands. The algorithm of RLNS which inherits the logarithmic property in RNS is explained below. For instance, the logarithmic value of integer a is given by,

$$
\begin{equation*}
\mathrm{a} \xrightarrow{\mathrm{LNS}}\left\{\mathrm{~s}, \log _{\mathrm{b}}|\mathrm{a}|\right\} \tag{3}
\end{equation*}
$$

where " $s$ " denotes the sign of "a" and the value of "b" is 3 or 2 , based on the logic chosen.
As this paper includes the analysis of only positive input operands, the value of sign bit or trit (ternary digit) is always " 0 " and is not considered further. The multiplication and division operation that is performed in LNS on the operands say A and B is given by the following logarithmic rules,

$$
\begin{align*}
\log _{b}(A \times B) & =\log _{b} A+\log _{b} B  \tag{4}\\
\log _{b}(A / B) & =\operatorname{lob}_{b} A-\log _{b} B \tag{5}
\end{align*}
$$

The RLNS scheme for the multiplication process using TVL proposed in this paper is explained below. Let the input operands in the ternary weighted form can be represented as X and Y . As the initial step of RLNS multiplication process, these values are converted into its logarithmic form providing its characteristic values Xc and Yc and mantissa values Xmn and Ymn respectively. The overall block explaining the proposed RLNS based multiplication process is shown in Figure 1. The mantissa values chosen are corrected by the error correction procedures proposed, discussed in Section 4 and are denoted as Xcmn and Ycmn. The moduli set for which the corresponding residues are obtained are given as $\left\{\mathrm{m}_{1}, \mathrm{~m}_{2}\right\}$. After the logarithmic conversion process, the steps of RNS processing is continued as discussed before. During the forward conversion process, the characteristic values Xc and Yc are converted into its corresponding residues given by,


Figure 1. TVL based multiplication process for RLNS based system.

$$
\begin{align*}
& X c_{i}=X c \bmod m_{i}  \tag{6}\\
& Y c_{i}=Y c \bmod m_{i} \tag{7}
\end{align*}
$$

where i takes the value of 1 and 2 that represents the two moduli values chosen. The multiplication operations on the residues are done based on the logarithmic rule given in Equation (4) that form the second step of RNS data processing. The corresponding added operands are denoted as p.mn and q.mn in Figure 1, where p, q denotes the characteristic values and mn , the final added mantissa value. The value of $\mathrm{t}_{\mathrm{i}}$ utilized for next step of RNS is given by the following equations,

$$
\begin{align*}
\mathrm{t}_{1} & =\langle\mathrm{p}\rangle_{\mathrm{m}_{1}}  \tag{8}\\
\mathrm{t}_{2} & =\langle\mathrm{q}\rangle_{\mathrm{m}_{2}} \tag{9}
\end{align*}
$$

Then the reverse conversion process is followed to convert the residues to the corresponding ternary weighted value explained in equations given below. The reverse conversion method using Chinese Remainder Theorem (CRT) can be explained as,

$$
\begin{gather*}
\mathrm{T}=\left\langle\sum_{\mathrm{i}=1}^{\mathrm{Q}}\left\langle\mathrm{t}_{\mathrm{i}} \times \mathrm{N}_{\mathrm{i}}\right\rangle_{\mathrm{m}_{\mathrm{i}}} \times \mathrm{M}_{\mathrm{i}}\right\rangle_{\mathrm{M}}  \tag{10}\\
\mathrm{M}=\prod_{\mathrm{i}=1}^{\mathrm{Q}} \mathrm{~m}_{\mathrm{i}}  \tag{11}\\
\mathrm{M}_{\mathrm{i}}=\frac{\mathrm{M}}{\mathrm{~m}_{\mathrm{i}}}  \tag{12}\\
\mathrm{~N}_{\mathrm{i}}=\left\langle\mathrm{M}_{\mathrm{i}}^{-1}\right\rangle_{\mathrm{m}_{\mathrm{i}}} \tag{13}
\end{gather*}
$$

where $i=1,2, \cdots, Q$. As the major manipulation processes of RLNS is carried out using smaller range of logarithmic values (characteristic values), CRT method is more suitable for performing reverse conversion operation compared to other techniques discussed before. The value of the added mantissa part ( mn ) is used in the antilogarithmic conversion process undergoing error correction process (discussed in later sections) to get the final multiplication result. The corrected value is represented as $\mathrm{mn}^{\prime}$ in Figure 1 that is given as input to the $\left(2 \mathrm{~N}_{\mathrm{t}}-\right.$ 1) logarithmic shifter, along with the value of $T^{\prime}$ (explained in section 3) forming the control input to the shifter used. The final multiplication result, " $Z$ " is thus obtained from the antilogarithmic conversion process.

## 3. Multiplication Process for RLNS Based Applications Utilizing TVL Concept

This paper proposes the initial idea in designing the complete RLNS based multiplication structure for ternary input values. It includes the schematic for the logarithmic conversion of the input ternary numbers, its manipulation process based on RLNS technique and its antilogarithmic conversion process to get the final multiplication result. The logarithmic conversion of the ternary values are designed by gaining the basic idea of the same for binary values [41] [49], with the whole part redesigned for ternary inputs. The rest of this work includes the design of multiplication process based on RLNS concept utilizing both TVL and binary logic, hence the number of trits is denoted as $\mathrm{N}_{\mathrm{t}}$ and number of bits as $\mathrm{N}_{\mathrm{b}}$ in the following sections.

The moduli set chosen for the design of RLNS is $\left\{3^{N_{t}}-1,3^{N_{t}}\right\}$, given the value of $N_{t}=2$ forming $\{8,9\}$ which satisfies the condition of the values to be relatively prime. Thus the dynamic range provided by RLNS based multiplication scheme proposed is $\left[0,3^{72}\right.$ ), once the antilogarithmic conversion process is completed. This is the major advantage of using LNS, as the range of the moduli set though small, covers an abundant range of possible output values. The limit of the output value to be obtained can be set by designing the specific antilogarithmic converter with desired number of output trits. As $\log _{3} 255=5.0438$ and its ternary representation is 100110, in order to compare the proposed TVL based circuit with 8 bit binary logic circuits, the ternary logarithmic conversion circuit for 6 trit input is designed. Similar manipulation is followed for comparing 16 and 32 bit binary logic circuits with 11 and 21 trit length ternary logic circuits.

### 3.1. Ternary Logarithmic Conversion Process

The logarithmic conversion of the ternary input operand is shown in Figure 2. The initial operation involves in the identification of the position of the leading trit value of either " 1 " or " 2 ", to determine the characteristic part of the input operand. This process is accomplished by the Leading Trit Detecting (LTD) circuit given in Figure 3(a), whose operation is similar to that of Leading One Detector (LOD) circuit used for logarithmic conversion of binary input operand [50] [51]. Only the leading trit of logic value either " 1 " or " 2 " is passed as the output value with other trit values maintained as " 0 ". The Ternary multiplexer (T-MUX) gives the output as " 2 " only when the Most Leading Trit (MST) is " 0 " else provides the result as " 0 ", this output of T-MUX is then passed to consecutive multiplexers to identify the position of the leading trit of " 1 "or " 2 " in the input operand. The Standard Ternary AND gate (ST-AND) gate is used to give the leading trit value as output. For $\mathrm{N}_{\mathrm{t}}$ greater than 6, i.e., for 11 and 21 trit LTD circuit, the 5 and 6 trit LTD circuit forms the basic block, as shown in Figure 3(b) and the operation of block $M$ is given in Figure 3(c). The input variable $d_{i}$ represents the output from the $N_{t}$ trit LID circuit and the value $a_{i}$ is the control value to the T-multiplexers (T-MUXs) used in the block M, which decides the flow of leading trit value to the output. This $a_{i}$ in each block keeps the rest of the output values to be " 0 ". Similarly for $\mathrm{N}_{\mathrm{t}}=11$, one 6-trit and 5-trit LTD circuits are used with 2-trit LID to produce the control variable $\mathrm{m}_{\mathrm{i}}$.

The outputs from Leading Trit Detecting (LTD) circuit form input to the Characteristic Value Identifying (CVI) circuit similar to $\mathrm{N}_{\mathrm{b}}$-bit $\times \log _{2} \mathrm{~N}_{\mathrm{b}}$ MOS ROM structure [52]. This circuit provides the characteristic value of the input operand with trit length of $\log _{3} \mathrm{~N}_{\mathrm{t}}+1$, when the corresponding input line is evoked. The design of CVI circuit is shown in Figure 4. As the input operand taken is always > 1, value of the Least Significant Trit (LST) output from the LTD circuit is " 0 ", keeping the initial PMOS of CVI in ON condition. The controlling gate at the input node (ST-AND and Negative Ternary-OR (NT-OR)) is required to maintain the correct characteristic value corresponding to the input line that drives the leading trit value.


Figure 2. Logarithmic conversion process for $\mathrm{N}_{\mathrm{t}}$ trit input operand.


Figure 3. (a) Leading trit detecting (LTD) circuit; (b) 21 trit LID circuit; (c) Block M.


Figure 4. Characteristic value Identifying (CVI) circuit.
For instance if the input $\mathrm{I}_{2}$ to CVI circuit is the leading trit, then its original value can be either " 1 " or " 2 ", but the corresponding output lines should give the result as " 02 " $\left(\mathrm{C}_{1} \mathrm{C}_{0}\right)$, which is the correct characteristic value. Thus including NT-OR gate in the input node $\mathrm{I}_{2}$, fixes its output to be either " 2 " or " 0 " for the possible inputs of " 1 " and " 2 " or " 0 " respectively. Similar features are taken for consideration in placing the suitable control gate at the input nodes. Figure 4 shows the circuit diagram for number of trits, $N_{t}=6$, which can be expanded for $N_{t}>$ 6 , with the corresponding control gates at the input.

The value of mantissa part is obtained from $\mathrm{N}_{\mathrm{t}}$ trit logarithmic shifter and is explained in Figure 5. The characteristic value forms the controlling input to the logarithmic shifter, which decides the shifting operation for a particular trit position is required or not. The number of shifts done in each stage i is either $0,3^{i}$ or $2 \times 3^{i}$ trit positions where the value of i starts from $0,1,2, \cdots$ and so on, based on the value of control trit (characteristic value). The number of trits from the least significant positions is shifted for $0,3^{i}$ or $2 \times 3^{i}$ positions if the value of control trit, $C_{i}$ is " 0 ", " 1 " or " 2 " respectively as shown in Figure 5. So a ternary multiplexer is used before selecting a particular input bit for doing the corresponding shifting operation. The characteristic input is denoted as $\mathrm{C}_{\mathrm{i}}$, which controls the shifting operation of the circuit. The circuit shown in Figure 5 is used to get the mantissa value for 6 trit input operand, where the LST is eliminated forming 5 trit result.

The value $A_{i}$ shown in Figure 5, is the modified value of the corresponding characteristic trit $C_{i}$, which is " 2 " for $C_{i}=$ " 1 " or " 2 " and " 0 " for $C_{i}=$ " 0 ". From the $N_{t}$ trit logarithmic shifter, $\left(N_{t}-1\right)$ trit mantissa value is taken, denoted as Xmn and Ymn in Figure 1. The Least Significant Trit (LST) value of the mantissa portion is omitted to get accurate logarithmic values for input operands of format $3^{n}$ where $n=1,2, \cdots$ and so on. Once the logarithmic value of the input ternary operand is obtained, the mantissa value is corrected to get the near accurate


Figure 5. 6-trit logarithmic shifter.
result. The correction procedure followed is explained in later section (Section 4). Thus from the above mentioned procedures, the logarithmic value of the input ternary operand is obtained.

### 3.2. RLNS Processing of the Input Operands

As per the steps followed for RLNS technique proposed explained in Section 2, the residue values of the characteristic part ( $\mathrm{Xc}_{1}, \mathrm{Xc}_{2}$ and $\mathrm{Yc}_{1}, \mathrm{Yc}_{2}$ ) based on the modulo values $\mathrm{m}_{1}$ and $\mathrm{m}_{2}$ are manipulated. The mantissa values obtained from the $\mathrm{N}_{\mathrm{t}}$ trit logarithmic shifter discussed before (Xmn and Ymn) are corrected by the LEC process explained in Section 4, forming Xcmn and Ycmn. Now the Logarithmic addition on the residue values is done, which is the second step of RNS computing (arithmetic operation process).

The process can be explained from the equation given below,

$$
\begin{array}{r}
\text { p.mn }=\mathrm{Xc}_{1} \cdot \mathrm{Xcmn}+\mathrm{Yc}_{1} \cdot \mathrm{Ycmn} \\
\mathrm{q} \cdot \mathrm{mn}=\mathrm{Xc}_{2} \cdot \mathrm{Xcmn}+\mathrm{Yc}_{2} \cdot \mathrm{Ycmn} \tag{15}
\end{array}
$$

Further modulo operation on the values $p$, $q$ has to be done to get the final residue values $t_{1}$ and $t_{2}$ explained in Equations (8) (9) that are given as final residue inputs for the reverse conversion process based on the moduli set values $\left\{\mathrm{m}_{1}, \mathrm{~m}_{2}\right\}$. The reverse conversion process is represented as CRT in Figure 1, whose operation is explained in Equations (10)-(13) are carried out to get the result T. Here the value of $\mathrm{M}=72$, as the moduli values $\mathrm{m}_{1}$ and $\mathrm{m}_{2}$ are taken as 8 and 9 respectively. Antilogarithmic conversion process is to be carried out on the final added mantissa value ( mn ) to obtain the final multiplication result. The mantissa part evaluated before, mn is corrected after undergoing ALEC process forming $\mathrm{mn}^{\prime}$ (explained in Section 4) as shown in Figure 1, and is given as input to the $\left(2 N_{t}-1\right)$ trit logarithmic shifter. For binary logic based logarithmic conversion circuits with $\mathrm{N}_{\mathrm{b}}$ bit input, the corresponding $2 \mathrm{~N}_{\mathrm{b}}$ bit antilogarithmic converter should be used [52], but in the case of TVL based design proposed $\left(2 N_{t}-1\right)$ trit antilogarithmic converter is appropriate. In order to compare 8 bit

RLNS based multiplication design with TVL, $\mathrm{N}_{\mathrm{t}}$ has to be 6, as the value of (255) ${ }_{10}$ is represented in ternary logic as $(100110)_{3}$ and the value of $\log _{3} 255=5.0438$. Similarly in order to easily compare the simulation results obtained, 16 and 32 bit RLNS based multiplication scheme is compared with 11 and 21 trit designs. The corrected mantissa value is of $N_{t}$ trit length, hence the remaining LST values to $\left(2 N_{t}-1\right)$ trit logarithmic shifter are given as " 0 " mentioned in Figure 1.

The output obtained from the reverse conversion process, T along with some modification ( $\mathrm{T}^{\prime}$ ) is given as the control input to this $\left(2 \mathrm{~N}_{\mathrm{t}}-1\right)$ trit logarithmic shifter. The value T is altered by adding an adjusting variable (V), this value is required to reduce the unwanted circuit portion of the shifter. As we compare 8 bit multiplication RLNS design with 6 trit TVL based scheme, the corresponding 11 trit logarithmic shifter is used for the antilogarithmic conversion process. But the multiplication of two 6 trit input operand can produce the maximum output value of $(728)_{10} \times(728)_{10}=(529984)_{10}$ i.e., multiplication of $(222222)_{3} \times(222222)_{3}$. Hence the circuit operation can be optimized to handle the maximum output value of a equivalent 16 bit value i.e., $(255)_{10} \times(255)_{10}=$ $(65025)_{10}$. Then the ternary logarithmic value of the maximum possible product value can be given as $\log _{3} 65025=$ 10.0877. In order to prevent the value of the control input $T^{\prime}$ to not exceed (101) $)_{3}$, which is the required maximum possible characteristic value, the adjusting variable $(\mathrm{V})$ of $(121)_{3}$ is added with T and inverted to avoid unwanted shifting of the logarithmic shifter, i.e., $\mathrm{T}^{\prime}=(\mathrm{T}+\mathrm{V})^{\prime}$. Similarly for 11 and 21 trit multiplication designs, the adjusting variables of $(020)_{3}$ and $(1111)_{3}$ are added with the respective T values to get the corresponding values of $T^{\prime}$. The final multiplication value " $Z$ ", as shown in Figure 1 is obtained from the $\left(2 N_{t}-1\right)$ trit logarithmic shifter. The circuit operation of $\left(2 N_{t}-1\right)$ trit logarithmic shifter is same as that of the logarithmic shifter shown in Figure 5.

## 4. Logarithmic and Antilogarithmic Error Correction Process (LEC and ALEC)

In order to approximate the mantissa values obtained during the logarithmic conversion process, some additional parameters are required. The three MSTs of the input operands are given as the additional inputs in the logarithmic error correction process, orderly denoted as $\mathrm{M}_{3}, \mathrm{M}_{2}$ and $\mathrm{M}_{1}$. The error correction process is not done based on the different error correction procedures that are followed during the binary logarithmic conversion process [41] [49]. This is due to the fact that, following Mitchell’s approximation in ternary values is not suitable as it produces more inaccurate results. Therefore the methods that are proposed earlier for the improvisation of the Mitchell's approximation also become not suitable for designing ternary logarithmic circuits.

### 4.1. Logarithmic Error Correction (LEC) Process

The correction process proposed for ternary logarithmic values is shown in Figures 6(a)-(b). This ternary logarithmic error correction circuit is common for 6,11 and 21 trit multiplication circuit. The correction procedure that is carried out can be explained as follows, the variable $\mathrm{m}_{-\mathrm{i}}$ in Figure 6(a) represents the mantissa input to the correction circuit. For instance, the ternary logarithmic value for a 6 trit input operand can be represented as $\mathrm{C}_{1} \mathrm{C}_{0} \cdot \mathrm{~m}_{-1} \mathrm{~m}_{-2} \mathrm{~m}_{-3} \mathrm{~m}_{-4} \mathrm{~m}_{-5}$, where $\mathrm{C}_{\mathrm{i}}$ and $\mathrm{m}_{-\mathrm{i}}$ denotes the characteristic part and mantissa part respectively. The corresponding corrected mantissa part is denoted as $\mathrm{Om}_{-\mathrm{i}}$. The variables $\mathrm{m}_{-\mathrm{i}}$ and $\mathrm{Om}_{-\mathrm{i}}$ indirectly represents the logarithmic mantissa values of the input operands denoted as Xmn, Ymn and Xcmn, Ycmn respectively. Initially the three MSTs of the input operand $\mathrm{M}_{3}, \mathrm{M}_{2}$ and $\mathrm{M}_{1}$ are checked for the different conditions that are dealt below.

Condition 1: If logic " 2 " value is present in any one positions of the two MSTs, $\mathrm{M}_{3}$ or $\mathrm{M}_{2}$, the MST $\left(\mathrm{M}_{3}\right)$ is taken out as the initial mantissa bit $\mathrm{Om}_{-1}$, with the actual input mantissa values following $\mathrm{Om}_{-1}$ denoted as $\mathrm{Om}_{-2}-\mathrm{Om}_{-6}$, totally forming 6 trit output.

Condition 2: If both $M_{3}$ and $M_{2}$ is " 1 " with the value of $M_{1}$ " 1 " or " 2 ", i.e., 112 or 111 , then the MST $\left(\mathrm{M}_{3}\right)$ is taken out as $\mathrm{Om}_{-1}$, with the input mantissa values $\left(\mathrm{m}_{-1}-\mathrm{m}_{-5}\right)$ inverted if and only if the logic state " 2 " is present or else passed as output values without any change. This selected inversion operation is denoted as $\mathrm{m}_{-\mathrm{i}}^{\prime}$ and this process is shown in Figure 6(b). One exception is followed for this condition when $\mathrm{Ms}_{1}$ value of the input operand is " 1 ", in this case the $2{ }^{\text {nd }}$ corrected mantissa trit value $\mathrm{Om}_{-2}$ is taken out as " 0 " to get more accurate logarithmic value.

Condition 3: If $M_{3}$ and $M_{2}$ values as " 1 " and $M_{1}$ " 0 ", the selected inversion operation alone is done on the input mantissa values, forming $\mathrm{m}_{-\mathrm{i}}^{\prime}$, which is the required mantissa output, $\mathrm{Om}_{-\mathrm{i}}$.

Condition 4: If $M_{3}$ and $M_{2}$ are " 1 " and " 0 " respectively, then the input mantissa values are passed without

(a)

(b)

Figure 6. (a) Logarithmic error correction circuit for $\mathrm{N}_{\mathrm{t}}=6$. (b) $\mathrm{m}_{-\mathrm{i}}$ ' value.
any corrections made.
The correction circuit performs the above mentioned correction procedures to get near accurate ternary logarithmic values (mantissa part). The working of the proposed correction circuit can be explained from the example given as follows, $(192)_{10}=(021010)_{3}$, the actual ternary logarithmic value of $\log _{3}(192)=4.7855$. By the proposed technique the value of the three MSTs are $M_{3}=2, M_{2}=1$ and $M_{1}=0$, this falls under the condition 1 , which states that the mantissa value can be passed without any corrections as output from $\mathrm{Om}_{-2}-\mathrm{Om}_{-6}$, following the MST $\left(\mathrm{M}_{3}\right)$ as $\mathrm{Om}_{-1}$ i.e., ( 0.21010 ), thus the logarithmic value after identifying the characteristic part becomes, 4.7901. This correction procedure for 5 MSTs of the mantissa part remains same for the multiplication structure with $\mathrm{N}_{\mathrm{t}}>6$. But the circuit gets expanded for proper selection of trit values to make the correction procedure suitable for the conditions 1, 2 and 3 explained above.

### 4.2. Antilogarithmic Error Correction (ALEC) Process

The correction procedures proposed for antilogarithmic conversion process is shown in Figure 7. This error correction circuit shown suits for 6 trit RLNS based multiplication design. As per the entire multiplication process explained in Figure 1, the added mantissa value (mn) is given as input to the antilogarithmic correction process. For 6 trit length multiplication process, the length of the added mantissa part is 5 . But the antilogarithmic error correction circuit for $\mathrm{N}_{\mathrm{t}}=6$, delivers 6 MST values, with the rest of the LST (Least Significant Trit) values as " 0 ", which form the input to the 11 trit logarithmic shifter. Similarly for the 11 and 21 trit multiplication process, the corresponding antilogarithmic error correction circuit produces 11 and 21 trit output that form


Figure 7. Antilogarithmic error correction circuit (ALEC) for $\mathrm{N}_{\mathrm{t}}=6$.
the MST inputs for the logarithmic shifter.
The output from the correction circuit is denoted as $I_{i}^{\prime}$ in Figure 7, this value gets shifted in the logarithmic shifter based on the control input obtained from the reverse conversion process, $T$ '. The values $m_{-i}$ and $I_{i}^{\prime}$ indirectly represents the variables mn and mn', shown in Figure 1 in its generalized form. The working principle of the ALEC process proposed can be stated as follows. The major correction operation is preformed on the 3 most significant mantissa value, is explained as follows.

Condition 1: If the value of $\mathrm{m}_{-1}$ is " 2 ", then the input value from $\mathrm{m}_{-1}$ to $\mathrm{m}_{-6}$ is passed as outputs without any changes denoted as $I_{5}^{\prime}$ to $I_{0}^{\prime}$ in Figure 7.

Condition 2: If the value of $\mathrm{m}_{-1}$ is " 1 ", the value of $\mathrm{m}_{-2}$ and $\mathrm{m}_{-3}$ are checked for providing appropriate corrected results. For this condition correction is made by reversing the operation followed for the 3 MSTs of the input operand, " 112 ", " 111 " and " 110 " in LEC process. The effective process of counteracting the selected inversion operation is done on first 3 MSTs of the output, with the rest of the input mantissa trits cannot be assumed producing minimum error value.

Condition 3: If the value of $\mathrm{m}_{-1}$ is " 0 ", then value of " 1 " is concatenated as the MST output $\mathrm{I}_{5}^{\prime}$, with the rest of the mantissa values $\mathrm{m}_{-\mathrm{i}}$ shifted one step right forming output with 6 trit length.

This error correction circuit gets expanded for 11 and 21 trit input designs based on the condition 1 and 3, and finally the corrected output is given as input to the corresponding $\left(2 N_{t}-1\right)$ trit logarithmic shifter.

## 5. Analysis and Comparison of the Simulation Results Obtained

Simulation of the circuits designed are done using Cadence tool, Virtuoso with 45 nm CMOS technology, with the supply voltage of 0 V and 0.5 V for logic state " 0 " and " 1 " respectively in binary logic based design. Similarly for ternary logic circuits $1 \mathrm{~V}, 0.5 \mathrm{~V}$ and 0 V power supplies are used for logic states " 2 ", " 1 " and " 0 " respectively. As RLNS based multiplication process is designed for TVL, the study on area, delay and total power dissipation values obtained are done by comparing the same with the design that uses binary logic. In binary logic based multiplication process for RLNS based system, the moduli set chosen is $\{8,9\}$, with the value of $\mathrm{N}_{\mathrm{b}}$ taken 3 in the moduli set $\left\{2^{\mathrm{N}_{\mathrm{b}}}, 2^{\mathrm{N}_{\mathrm{b}}}+1\right\}$. Thus the value of M becomes 72 as per the Equation (11), thus the dynamic range provided by the binary logic based multiplication scheme will be [0, $2^{72}$ ). It should be noted that the actual dynamic range provided by the binary logic based design is very much lesser than the value provided by ternary logic based design. The working procedure of the multiplication process does not change irrespective of different logics followed, as the logarithmic concepts remain same. The modifications in the circuit are made in type of circuits based on logic chosen, the corresponding modulo conversion process or forward conversion process and in the number of bits or trits taken for the logarithmic and antilogarithmic conversion process.

The forward conversion process which includes the process of converting the characteristic part of the logarithmic operands to its corresponding residues, with respect to the moduli set $\{8,9\}$ in binary logic is done by
direct conversion method [46] [53]. The total number of input bits manipulated by the binary logic circuits $\left(\mathrm{N}_{\mathrm{b}}\right)$ varies from that of the required trits $\left(\mathrm{N}_{\mathrm{t}}\right)$ used in TVL based design. The binary logarithmic and antilogarithmic conversion process is done based on the circuits proposed by [41] [49]. The error correction process followed is based on divided approximation technique. The binary logic based multiplication scheme proposed is then compared for its area utilized, total power dissipation and delay values with the proposed TVL based design.

In addition to the comparison of the proposed concept with binary logic based structure, analysis is also made by comparing it with the design of modulo multipliers for $\left\{2^{N_{b}}-1,2^{N_{b}}, 2^{N_{b}}+1\right\}$ based RNS system using booth encoding technique [54]. Here the multiplication process is done by Radix-8 booth encoding technique. It should be noted that this particular paper involves only in the design of modulo multipliers for the moduli set chosen. To compare the performance parameters of the technique [54] with the proposed RLNS based multiplication designs (both binary and ternary logic) the entire process along with reverse conversion process is designed using Cadence tool and the simulation results are taken. This existing technique is taken for analysis purpose to get the detailed idea of how RLNS based processing units show better area, power and delay parameters than the typical procedures of multiplication process followed.

It should be noted that the area utilization $\left(\mu \mathrm{m}^{2}\right)$ and delay values ( ns ) of the TVL based multiplication structure for RLNS based system prove to be more efficient compared to binary logic based RLNS design and the existing technique using Radix-8 booth encoding technique. Similarly the binary logic based RLNS design show low total power dissipation values than the other two techniques. The simulation results are tabulated in Table 1 and the percentage of the parameter values saved by the proposed techniques are shown in Table 2. The total power dissipation values of the multiplication process using TVL is greater than the other two designs compared. This is due to the utilization of multiple power supplies to represent different states " 2 ", " 1 " and " 0 " respectively.

Table 1. Comparison of Area, Total Power Dissipation, Delay and Power Delay Product (PDP) values obtained.

| Multiplication structure |  | Area ( $\mu \mathrm{m}^{2}$ ) | Total Power Dis sipation ( $\mu \mathrm{W} / \mathrm{mW}$ ) | Delay (ns) | PDP ( $\times 10^{-15}$ Joules) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Technique used | Number of trits/bits $\left(\mathrm{N}_{\mathrm{t}} / \mathrm{N}_{\mathrm{b}}\right)$ |  |  |  |  |
| TVL based RLNS scheme | 6 | 12,536 | 3.96* | 2.5 | 9.9 |
|  | 11 | 19,910 | $15.7{ }^{\text {\# }}$ | 9.2 | 144,440 |
|  | 21 | 31,734 | 36.5 ${ }^{\text {\# }}$ | 15.5 | 492,750 |
| Binary logic based RLNS scheme | 8 | 27,208 | 1.86* | 123 | 228.78 |
|  | 16 | 31,761 | $3.29 *$ | 188 | 618.52 |
|  | 32 | 45,184 | 4.53* | 232 | 1050.96 |
| Based on Radix-8 booth encoding technique [54] | 8 | 117,676 | 15.97* | 443 | 7074.71 |
|  | 16 | 164,997 | $32.17{ }^{*}$ | 697 | 22,422.4 |
|  | 32 | 215,781 | 53.25* | 885 | 47,126.2 |

Note: * and ${ }^{\#}$ denotes total power dissipation values in $\mu \mathrm{W}$ and in mW units respectively.
Table 2. Percentage of delay and area values saved by the proposed technique over other two techniques.

| Proposed Multiplication structure | Designs taken for comparison and analysis purpose | Number of bits $\left(\mathrm{N}_{\mathrm{b}}\right)$ | Percentage of parameter values saved (\%) |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | Delay | Area |
| TVL based RLNS scheme |  | 8 | 99.4 | 89 |
|  | Existing technique [54] | 16 | 98.6 | 80 |
|  |  | 32 | 98.2 | 85 |
|  |  | 8 | 97.9 | 54 |
|  | Binary logic based RLNS design | 16 | 95.1 | 37 |
|  |  | 32 | 93.3 | 30 |

The disadvantage of the proposed idea is encountered in terms of accuracy of the final result due to the approximation procedures followed for logarithmic and antilogarithmic conversion process. For a random selection of 500 set of input operands the accuracy of the final result obtained are analyzed for each $\mathrm{N}_{\mathrm{t}}$ category and studied. For the proposed RLNS based multiplication design using TVL with the corresponding error correction method, final value is obtained with the average error percent of about $\leq 7$. Also for the same scheme using binary logic and with the existing error correction procedures [41] [49], error value of $\leq 2 \%$ is obtained. And it should be noted that the RNS based multiplication process using Radix-8 booth encoding techniques provide accurate results as no approximation procedure is required in this process.

But the power dissipation and area utilization values saved by the proposed techniques should be taken seriously, as both the parameters play an important role in every DSP applications. Also the computational complexity of the multiplication process can be reduced to a maximum level when logarithmic property is involved. The Radix- N booth encoding technique incorporates more complex features into multiplication process when the value of N is increased further, though the partial product count is reduced considerably. Hence all the above mentioned criteria is considered for the design of effective RNS based processors using logarithmic concept. As multiplication operations are performed repetitively in almost all DSP based applications, the proposed RLNS based multiplication process for those that can tolerate the minimum error value produced can be considered to be more appropriate. The circuits where area and delay parameters play an important role, TVL based multiplication scheme can be used. For overall reduction of area, power and delay parameters that deserve near accurate results, RLNS based multiplier design using binary logic can be chosen.

## 6. Conclusion

Among the simplified and effective procedures followed for performing multiplication operation, utilizing logarithmic number system produce significant results in terms of area, power and delay values. This number system reduces the multiplication operation to mere addition process, thus removing the complexity of undergoing typical procedures like partial product generation and its accumulation. In this paper, the initial process of utilizing ternary values in its logarithmic format is undertaken and the circuit design is made accordingly. The RLNS based multiplication procedure is also designed for the binary logic based input values to compare its area, power and delay parameters with the proposed design. Additionally the existing research work on modulo multiplier design for RNS based system using Radix-8 booth encoding technique is taken for analysis purpose to compare this procedure with the proposed techniques. Though different percentage of error values are produced for designs using different logics (binary and ternary), the optimum design suitable for a specific application can be chosen. From the simulation results obtained, the following conclusions can be made, the highly efficient design in terms of area and delay can be obtained by employing TVL. The overall resource efficient multiplier design delivering near accurate results using the proposed scheme is possible by utilizing binary logic. Thus the ternary and binary logic based multiplication process for RLNS based system can be used in DSP applications where area and power efficient designs become mandatory.
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