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ABSTRACT 

This paper studies the global behavior defocusing nonlinear Schrödinger equation in dimension d = 2, and we will dis- 

cuss the case 
4

, 2p d
d

  . This means that the solutions      2 4 2
,0, , 0,t x t xu C T L L T   , and called critical solu- 

tion. We show that u scatters forward and backward to a free solution and the solution is globally well posed. 
 
Keywords: NLS; Well Posed 

1. Introduction 

We consider the Cauchy problem for the nonlinear Schrö- 
dinger equation in dimension d = 2. 

 
   00,

tiu u F u

u x u x

   


  


            (1.1) 

where   p
F u u u , 1   , and , 

When 
 , : du t x C

1    (1.1) is called defocusing when 1    
(1.1) is called focusing. In this paper we discuss the case 
when  and 2p  1    (defocusing case). 

If  ,u t x  is a solution to (1.1) on a time interval 
 0,T ,  then  

   2,u t x u t x ,             (1.2) 

is a solution to (1.1) on  with 20, T     00,u t u x  .  

This scaling saves the  norm of u, L 
 

2 2

     2 22 20 0 LL
u x u x           (1.3) 

Thus (1.1) under previous hypotheses is called L2-cri- 
tical or mass critical. 

Proposition 1.1. Suppose that 
4

0 ,p
d

   and   1d 

then, for any initial data , there exist  such 
that there exists a unique solution 

2
0u L 0T 

  
 

  
2 2

2
,0, , 0,

d
dd

t x t xu C T L L T


    

of the nonlinear Schrödinger Equation (1.1). If 
4

p
d

  

then  20
xL

T T u  for some non-increasing, and if 

20
xL

u  is sufficiently small u exists globally. 

In this paper we will discuss the case, 
4

, 2p d
d

.   

This means that a solution u  

     2 4 2
,0, , 0,t x t xu C T L L T   ,  

and called critical solution. 
Definition 1.1. Let , 2:u K C  K    is a so- 

lution to (1.1) if for any compact  

  0 2 2 4 2
,, t x t xJ K u C L J L J        

and for all 0,t t K  

        
0

0

0
, e e d

t
i t t i t r

t
t

u t x u i F u r r      .   (1.4) 

The space  4
,t xL J 2  caused from strichartz esti- 

mates. This norm is invariant under the scaling (1.2). 
Definition 1.2. If there exist 0  a solution u to 

(1.1) defined on 
t K

K R  blows up forward in time, such 
that  

  

0

sup 4
, d d

K

t
u t x t x             (1.5) 

And u blows up backward in time, such that  

  
0

nf

4

i
, d d

t

K
u t x t x            (1.6) 
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Definition 1.3. If there exist  we say 
that a solution u to (1.1) scatter forward in time such that,  

 2 2u L  

   2 2lim e , 0it

Lt
u u t x




        (1.7) 

A solution is said to scatter backward in time if there 
exist   2 2u L  

Such that, 

   2 2lim e , 0it

Lt
u u t x




       (1.8) 

We note that the Equation (1.1) has preserved quanti- 
ties, the mass  

      2
, d M u t u t x x M u o     (1.9) 

And energy  

      

  

2 41 1
, d , d

2 4

0 ,

E u t u t x x u t x x

E u

  



   (1.10) 

For more see [1]. 
Proposition 1.2. let p be the 2

xL -critical exponent  
4

p
d

 , then the NLS (1.1) is locally well posed in  

2 d
xL 

0R 
* 




 in the critical case. More precisely, given any 
, there exists  such that when-

ever  has norm at most R, and K is a time 
interval containing 0 such that  

 0 0 0,d  
 2 d

xu L 

 

 
2 2

,
0

2
*e d

dd
t xL K

it u 



 


 

Then for any u0 in the ball  

    2
2

0 0 *: d
x

d
x L

B u L u u 0      

there exists a unique strong 2
xL  solution  0 du S K R 

u
 

to (1.1), and moreover the map , is Lipschitz 
from B to 

0u 
 0 dS K  , where  0S K  d  defined in 

Equation (2.5). 
Proposition 1.3. let K be a time interval containing 0  

and let 
t

 2
,,u u C K C  

, q d
t xu u L L K 

d

 

t x  be two classical solu- 
tions to (1.1) with same initial datum u0 for some fixed μ 
and p, assume also that we have the temperate decay hy- 
pothesis  for q = 2, ∞. Then u u . 

Proposition 1.4. Let 0 , given  there 
exists a maximal lifespan solution u to (1.1) define on 

, with . Furthermore, 

t R 2
0

du L 

k R  0u t u 0

1) k is an open neighborhood of . 0

2) We say u is a blow up in the contrast direction If 
 or 

t

 sup k  inf k  is finite. 
3) If we have compact time intervals for bounded sets 

of initial data, then the map that takes initial data to the 
corresponding solution is uniformly continuous in these 
intervals. 

4) We say that u scatters forward to a free solution, if 
 sup k    and u does not blow up forward in time. 

And we say that u scatters backward to a free solution, if 
 inf k    and u does not blow up backward in time. 

To Proof: see [1-3]. 

2. Strichartz Estimates 

In this section we discuss some notation and Strichartz 
estimates for critical NLS (1.1) and we turn to prove 
Propositions 1.1 and 1.3. 

2.1. Some Notation 

If X, Y are nonnegative quantities, we use X Y  or 
 X O Y , to denote the estimate X cY  for some c 

and X Y  to denote the estimate .X Y X 
2

 
We defined the Fourier transform on  by 

   2

1ˆ : e
2π

ix d .f f x x    

We use  q r d
t xL L K 

K 
 to denote the Banach space for 

any space time slab  of function  
with norm is 

,d dK C 

    
1

d ,:q r d r
xt x

q q

L L K LK
u u t t


    

With the usual amendments when q or r is equal to in-
finity. When q r  we cut short  as . q r

t xL L ,

Defined the fractional differentiation operators 

q
t xL

s , 
s  by  

   ˆ: ,
s s

f f        ˆ: ,
s s

f f     

where  
1

2 2: 1   , specially, we will use   to 
signify the spatial gradient x  and define the Sobolev 
norms as 

   2
2 2

:s
x

x

s

H L
f    

 

   2
2 2

:s
x

x

s

H L
f   

 

Let eit  be the free Schrödinger propagator; in terms 
of the Fourier transform, this is given by, 

   
224πe : e itit f f   .  

A Gagliardo-Nirenberg type inequality for Schrödinger 
equation the generator of the spurious conformal trans-  

formation 
def

2J x it    plays the role of the partial dif-  
ferentiation. 

2.2. Strichartz Estimates 

Let eit  be the free Schrödinger evolution, from the ex- 
plicit formula  
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   
2

2
41

e e
4π

i x y
it t df x

it


  ϒ f y y       (2.1) 

Specially, as the free propagator saves the 2
xL -norm,  

     22

1 1
2

2 pp
xx

it p
LL

e f x t f 

 
 

  
  

For all  and 1 , where 0t  p  
1 1

1.
p p
 


 

Proposition 2.1. There holds that 

   1 22

1

4πx

it

LL
e f f

t
  

        (2.2) 

In fact, this follows directly from the formula (2.1). 
Definition 2.1. Define an admissible pair to be pair  

 , p r  with 1 , , With p   2 r  
2

.
2

d d

p r
   

Theorem 2.2. If  ,u t x  solves the initial value pro- 
blem  

  ,tiu u F t    

  00,u x u , 

On an interval K, then 

    2, , , pp q d d
x x

qd
t t

p q p qL L K L L L K
u u F  

 
        (2.3) 

For all admissible pairs , .  ,p q  ,p q  p

  denotes 

the Lebesgue dual . p
To prove: see [4,5]. 
Definition 2.2. Define the norm  

     0 2 2

, admissible
su: p p q

xtS K L L K
p q

u u


 .
     (2.4) 

    0 2
0 2 : .

S K
S K u u


         (2.5) 

We also define the space  to be the 
space dual to 

0N K  2

 0S K 2  with suitable norm. By theo- 
rem.2.2, 

     0 2 0 22 20 .:
S K N KL

u u F
 

    (2.6) 

Theorem 2.3. If  20 dL
u   is small, then (1.1) is glo- 

bally well posed, for more see [6,7]. 
Proof: by (2.3) and (2.6)  

      4 2 42 2
, ,

3

0, ,t x t xL LL
u u u

     
   2   (2.7) 

If  20 dL
u   is small enough and by the continuity  

method, then we have global well-posedness. Further- 
more, for any 0   there exist  T   such that  

  4 2
, ,

,
t xL T

u 
 

  

Then 

           2
e e

t
i t T i t r

T

u t u T i u r u r r      d   (2.8) 

So by (2.6), when  ,t T

       2 2

3e .
x

i t T

L
u t u T   


      (2.9) 

Thus, the limit  

   2
lim e 2

kiT k

k
u u T

  
 
       (2.10) 

Exists, and,  

   2 2lim e 0
x

it

Lt
u t u 

 


      (2.11) 

A conformable argument can be made for  .t 
indeed, if 

  4 2
, ,t xL

u C
  




4~ C

, then  can be divi-

sion into  subintervals K with 

 , 

  4 2
,

0,t xL K
u 

 
   

on each subinterval. Using the Duhamel formula on each 
interval individually, we obtain global well-posedness 
and scattering.                                □  

Now we return to prove Proposition 1.1 and Proposi- 
tion 1.3. 

Proof proposition 1.1: 

We suppose in what follows that 
4

p
d

 . Let  

202
L

L u  and for some 0   to be chosen,  
be such that  

0T 

 
  4 2

, 0,
2 e 0  .

t x

it

L T
u 





       (2.12) 

We deem the space  

     
   2 4

,

2 4 2
, ,

0, ,

0, , 0, ,

,
t x t x

L t x t x

L T L L

S u C T L L T

u L u





  

 

 
 

And the mapping, 

       0
0

Φ e e
t

pi t sitv t u i v v s s    d .   (2.13) 

We want to prove that the δ small adequate,  

, ,Φ : L LS S   is contraction. We use first Strichartz 
estimates, to compute that 

     

    

 
  

2 4
,

2 4
4 , ,
,

0

1 1 1

11
1 12

e d

2

t x t x

t x t x
t x

t
pi t s

L L L

p p

L LL

p

p

v v s s

v u u

T L

 






 

1p   



  
  
 




 


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where 
 

2 4

2 2 1

d d

p
  
 


 

Then, distinctly,  

   
 

  
2 2

11
1 12Φ 0 2

t x x

p

p

L L L
u u T L






  
    

 
 

   
 

  
4 4
, ,

11
1 12Φ e 0 2

t x t x

p

pit

L L
u u T L






   
    

 
 

So that for ,T   is small enough, ,LS   is settled un- 
der . In addition, Φ

   

    

 
 

2 4
,

2 4
,

4
,

4 4 4
, , ,

4
,

4
,

0

01
22

2

Φ Φ

e d

2 2

2 .

t x t x

t x t x

t x

t x t x t x

t x

t x

L L L

t
p pi t s

L L L

p p

L

p p

L L L

L

L

u v

u u v v s s

u v u v

u v u v

u v T

u v









 





 

 

 
   

 
 















 

Again, decreasing may be ,T  , we get a contraction. 

If 
4

p
d

 , then 1  , and from Strichartz estimates,  

we see that if 2L
u  is small enough, then (2.12) is satis- 

fied for                                .T   □
Proof Proposition 1.3: By time translation symmetry 

we can take 0 . By time reversal symmetry we may 
assume that K lies in the upper time axis 

0t 
 0, . Let 

, and then, u u v    C2
,

d
t xv C K  ,  v 0 0  

and v obey the variance equation 

  .
p p

ti v u v u v u u         

Since v and  p
u v u v u u   p

 lies in the 
 2 d

t xL L K   we may calling Duhamel’s and conclude  

 
 

   2

0

e
i t st

p p
v t i u v u v u u s s

 

      d  

for all. By Minkowski’s inequality, and the unitarity of 
, conclude that,  ei t s 

         2

0

d  .d
x

t
p p

L
v t u v u v u u s s    2 d

xL 



 

Since u and v are in , and the function  d
t xL L K  

p
z z

   
 

       

2

2

1 1

d
x

d d d
t x t x x

p p

L

p p

p L L K L L K L

u v u v u u s

u v v s   
 

 

  

  
 



  
 

Apply Gronwall’s inequality to conclude that 

   2 0d
xL

v t   for all t K  and hence u u .   □  

3. Decay Estimates 

Consider the defocusing nonlinear Schrödinger Equation 
(1.1), in 2   , where  and  , ,u u t x 2p  , for 

1,2d  . We suppose that at   0,t 

   1 2
00,.u u H              (3.1) 

First we have the following result. 
Theorem 3.1. Suppose that , if  0,p  1,2,d   

and let u be a solution to (1.1), identical to an initial data  

 1 2
0u H   such that    

1
2 2 22

01 u L   . If d = 2,  

let r be such that, 2 r   , then there exists a constant 
c > 0 such that if R is the solution of, 

1pc
RR R

  , with  

 min ,2 2, 2 ,
2p

dp
c    

 
 ,  then   0 1R   0 0R 

     2

1 1
2

2,. 0,r
r

L
u t cR t t

   
     

Furthermore, c depends only on d, p, r and, 

2 42

22 4

0 0 0

1 1

2
:

4 0L LL
E u x u u    . 

The method made up in rescheduling, by the average 
of a time dependent rescheduling the equation, and to use 
the energy of the equation, to get by interpolation decay 
estimates in suitable norms. The asymptotically average, 
is normally obtained directly by using the pseudo con- 
formal law, the above result was in fact partially proved 
in [8], under a bit different point of view: look for a time 
dependent change of coordinates, which maintain the 
Galilean invariance, and the construction directly a Lya- 
punov functional by a suitable ansatz. This Lyapunov 
functional is surely the energy of the rescaled equation. 
Our aim here is to study with further details the rescaled 
wave function and its energy. Found to be the method 
provides rates which are seems completely new in the 
limiting case of the logarithmic nonlinear Schrödinger 
equation. Because of the reversibility of the Schrödinger 
equation and standard results of scattering theory, one 
cannot foresee the convergence of the rescaled wave 
function to some a intuition given limiting wave function, 
but found to be some convexity properties of the energy 
can be used to state an asymptotically stabilization result. 
From the general theory of Schrödinger equations, it is z  is locally Lipcshitz, we have the bound 
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well known that the Cauchy problems (1.1)-(3.1) is well 
posed for any initial data in  when 0 1 2H  p   , 
and that the solution u belongs to  

     
  

1 2 1 2

1 1 2

, ,

, .

C H R L H

C H

  

 





 

 


 

As usual for Schrödinger equations is critical when 
4

p
d

 . 

Let   be such that  

       

2

1 2, e ,
x

iS t x
u t x R t

R t
   

   
 

. 

where and   are positive derivable real functions of the 
time. 

It is simple to check that with this change of coordi- 
nates,   satisfies the following equation, 

 

 

2
2 2

2 2

1 1
Δ 2

2

2 . ,

r

R
i

R R

R
i S

R

2
S S   

  

    

 
    

 





 
 

where 
d

dt
  , with the choice 

2

R
S

R



, which means 

that 22 ,
2

R
S S

R
 

  and u are linked by, 

   

 

2

2

1 4

4

, e , ,

e ,

i R
x

R

i
RR

x
u t x R

R

R u t R


    







   
 







    (3.2) 

where  and  t    ,x R t   and   has to satisfy 
the following time-dependent defocusing nonlinear Schrö- 
dinger equation, 

2

2 2

1 1 1
Δ

4ri
R R

2
RR             (3.3) 

We note that   1, , ,
x

u t x R
R

     
 

 so that  

    2 22 0, ,
L LL

u t t u     

for all . 0t 
Also we note that if    0 0R  0   and  0 1R ,

 
then 

  00, u                (3.4) 

To extract the controlling impacts as  we fix ,t 
  and R such that, 

21

2
pC

RR R R      

where 

min ,2 2
2p

dp
c

   
 

           (3.5) 

Because p is critical, this ansatz is actually the only 
one that sets to 1 at least three of the four coefficients in  
the equation for  , with  and  lim .

t
R t


    solves 

the equation, 

2 1
Δ

2ri
2                 (3.6) 

With the choice  0R 1  and , integration   0 0R 
2of (3.5) with respect to t gives  and    2

2 1R R t
 

this is possible if, and only if,  for all  thus 
the function 

1.R  0t 
 t R t  is globally defined on   in-  

creasing,  lim 2 2
t

R t   and  as t .    ~R t t 


Supposing that  0 0  ,   is an increasing positive 

function such that,   lim
t

t


0  , where     

if 
2

p
d

 . 

Consider now the energy functional linked to Equation 
(3.6) 

  2 2

2

2 2

4

1 1
d d

2 4
1

d
4

E
2     

 

  



 



 



    (3.7) 

where R has to be understood as a function of. 
Lemma 3.2. Suppose that , if 0,p  1,2d  , 

and let u be a solution to (1.1), identical to an initial data,  

 1 2
0u H   such that    

1
2 2 22

01 u L   . 

With the above notations, E is a decreasing positive 
functional. Thus  E   is bounded by   00E E , with 
the notations of Theorem 3.1. 

Proof: The proof follows by a direct computation.  

Because of (3.6), only the coefficients of 2

2
d  , 

and 2

4
d   contribute to the decay of the energy.  

Fo  more see [9].                 □  r               
Proof of Theorem 3.1: Suppose that p is critical. By 

Lemma 3.2 and pursuant to the time-dependent rescaling 
(3.2), 

   

2

2

2

2

2

d
2

1
d 0

2

iR
R u ux x

R

E E  

 

   







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Thus 

2

2 2

2

2

2
2

2

d e

d
2

iR
x

Ru x u x

iR
u ux

R



  

  

 







 



 

d

x

Is bounded by     2
2 0E R t


, the remainder of the 

proof follows th at in Theor  7.2.1 of 
[10], see also [11 intain the L -norm and 
the Sobolev-Gag inequality.       

Proposition 3.3. Consider the two-dimensional defo- 
cu 1.1), (is

e same lines th
,12], using ma

liardo-Nirenberg 

em
2

□  

sing cubic NLS (  2
xL -critical). Let 0,1

0 xu H  
then there exists a global 2

xL -well posed solution to (1.1), 
and moreover the  4 2

,t xL    norm of u0 is finite. 
Proof: By time reflection symmetry and adhesion a - r

guments we may heed attention to the time interval 
 0, .  Since u0 lies in 0,1

xH , it lies in 2
xL . A  

2
pply the

xL  well posedness theory roposition 1.2) we can find 
an 2

 (P

xL -well posed so lution  0 20,S T  , on sou me 
time interval  0, ,T with 0T   depending on the pro- 
file of u0.  

ally the Speci  4 2
, 0,t xL T  norm o u is finite. 

ext we apply the pseudoconformal law to deduce that, 

  

 f 
N

 2

2

0

1
d

2pc pcE u T E u xu x     0, ,0T 

Since 0,1
0 xu H tion from t = 0 to t = T. 

To go to all the way to t   . We apply the pseu
, we got a solu

- 
doconformal transformation at time t = T, obtaining an  

initial datum 
1

v
T
 
 
 

 at time 
1

T
 by the formula 

 
2 21 1

, : , e .iT x

i
v x u T Tx

T T
   
 

 

From   1 1
,E v E u

        we see that, pct t
t t


  
 v has 

finite energy: 

 

2 2

2 4
1 1 1 1

, d , d
2 2

, .pc

T   
v x x v x x

T

E u T T

       
 

    

  

And, the pseudoconformal transformation saves mass 
and hence 

 

 

2 2

2
21

, d , dv x x u T x x
T
   
   



 

So we see that 

2

2

0 du x x  
 1v T  has a finite 1

xH  norm. Thus, 
we can use the global 1

xH -well posed heory, back- 

wards in time to obtain an 

ness t

1
xH -well posed solution 

1 21
0,v S

T

       
 , to t quationhe e  

2
,ti v v v v   
 

particularly, 4 2
,

1 



u
 

0,
 


se
slab 

.t xv L
T

   
  

We reverse the p doconformal transformation, 
which defines the original field u on the new 

21
,

T
   

  .

e We see that th 4 2
,

1
,




 
t xL

T

    
 , and  

0 2 21
,t xC L

T

      
  norm of u are finite. This is suffi- 

e u 2
xL -cient to mak  an w osed solution to NLS on 

th

ell p

e time interval 
1

,
T
  

v clas gen- 

eral 

; for sical. And for 

1 2 


1
0,u S

T
   

e 




 , the claim follows by a limit-  

ing argument using th 1
xL -well posedness theory. Ad- 

hesion together the tw  intervals o  0,1 T  and  1 ,T  , 
we have obtained a   global  4 2

, 0,t xL    solution u 
to (1.1).  

4. Some Lemma 

Consider the defocusing ase of the NLS (1.1) and if 
2, 2d p

c
  , the energy and mass to her wil l 

the 1
get l contro

xH  norm of the solution: 

 u t   1

2
.

xH
u t E M u t       

 an ss are controlled by the Conversely, energy d ma
1
xH  norm (the Gagliardo-Nirenberg inequality showed 

that): 

      
   1 2

2 2

1

1 .

x x
u t

u t u t




 

This bound and the energy conservation law and mass 
conservation law showed that for any 


1 2

2 2

H L
E u t u t  

x xH L

     2 1

2 2
.

x xL H
M u t u t u t     

1
xH -well posed 

solution, the 1
xH  

a qua
norm of the solution e t is 

bounded by ntity depending only o
 u t

n the 
 at tim

1
xH  norm 

of the initial d
Proposition 4.1. The cubic NLS (1.1) wit

ata. 
h 1   , d = 

2 is globally well posed in 1 . Actually, for 1
xH 0 xu H  

and any time interval, K the Cauchy problem (1.1) has a 
1
xH  well posed solution 

   1 2 0 1 2 .t xu S K C H K      
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Lemma 4.2. If    
def

itf t e u t  the follow lds: 

 

ing ho

 2 2

4 2
e e eit it itxf f x f     


 . 

roof: The proof depenP ds on the noticing that; 

e eit itx J    . 

With 
2 2

4 42 e e
x x

i i
t tJ it


   

Thus  

 
2 2x x

2

2 2 2 4 4

4 4

4

e e 4 e e
i iit it itt texf J f t f         

By standard Gagliardo-Nirenberg inequality, 



 

2 2

2

2

2 4 4

4

2 4

2

2it it   

2

2

2

4 e e e

e e e

e e

e e .

x x
i i itt t

x
iit itt

it it

t f

t f f

f J f

f x f

  

   





   









 □

 

Lemma.4.3. Let . For any spacetime slab 2d 
dK R , 0t K , and  for any 0.   

 

      
    

2 2

1 1
12 2

1 1
10
t

tH L H
v t i v     

(4.1) is very h w

2 2

0

d
t x

t x

d d

L L K

tH L H

uv

c u t i u
 

 

  
 

 
 



    



   (4.1) 

The estimate elpful hen u is high hesi- 
tancy and v is low hesitancy, as it moves abundance of 
derivatives onto the low hesitancy term. In particular, 
this estimate shows that there is little interaction
high and low hesitancy. This estimate is basically the 
repeated Strichartz estimate of Bourgain in [13]. We 
make the trivial remark that the  norm of uv is the 
sa

 between 

2
,t xL

me as that of uv , uv , or uv , thus the above estimate 
also applies to expressions of the form  O uv  

Proof: We fix  , and permit our tacit constants to 
depend on  . We begin by dealing with homogeneous 
case, with   Δ: eitu t   and   Δ: eitv t  , And consider 
the more general problem of proving, 

1 22 H
uv

,t xL H             (4.2) 

w



here 1 2 1
2

    the scaling invariance of this 

estimate, first, our objective is to prove this for 

d

1

1

2
     and 2

1

2

d 
  .  

May be recast (4.2) using duality and
as  

 renormalization 

     1 2

2 2 2

1 1 2 2 1 2d dˆ ˆ

L L L

g

g

   2 2

1 2 1 2,     



 



 



 
 

(4.3) 

Since 2 1  , we may restrict attention to the inter- 
actions with 1 2 .   

In fact, in the residual case we can multiply by  
2 1

2

1

1

 




 

  
 

 to return to the condition under discus  

sion. In fact, we may further restrict attention to the
w

- 

 case 
here 1 4 2   since, in the other case, we can move 

the frequenci twe n the two factors and reduce the 
ca

es be e
se where 2 1  , which can be dealt by 4

,t xL
ates when 2.d   Next, we decompos

 Stri- 
chartz estim e 1  



dyadically and 2  in dyadic multiples of the size of 

1  g the quantity to be controlled as (N, Λby rewritin  
dyadic): 

 
     2

2 2

1 2 1 2
Λ

1 1 2 1 2

,

Λ d d .

N

N

gN

N


   

1

2

       

 




 

Note that subs ts on , , ,g



crip    have been inserted to 
oke the localizations to inv 1 2 ~ N  , 1 ~ N , 

2 ~ N  , consecutive. In the case 1 24  , we have
that 

 

1 2 1~    
ized. By renam

and this expound, why g may be so 
local ing components, we may ose 
that 

 supp
1
1 1~   and 1

2 2~  . 
 1

2 2 2, .    We change variables by writing  Write 

2 2

1 2 ,u v 1 2        

1
2 1d d d .u v JAnd d     

W  calculation e show that by

 1 1J 1 2 12 ~ .     

pon changing -
grals, we encounter 

Thus, u  variables in the inner two inte

 

   
Λ 1

, ,

N

gN u v H 

21

1 ,Λ

Λ

, d d dd d N

N N

u v u v



2 2 

 

    

 

where 





     1 2

2,,Λ

Λ
,N

N N
H u v

J

   
   

Apply the Cauchy-Schwarz on the u, v integration and 
change back to the original variables to obtain 
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We recall that J N  and use Cauchy-Schwarz in the 
integration, taking into consideration the localization 

2 ~ ΛN , to get 

   1 2
2 2 2

1 1
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Λ 1

Λ Λ
d
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N gN N N N
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
   

Choose 1

1

2
     and 2

1

2

d 
  . with 0   

to obtain  

 
2L 2 2

Λ 1

Λ Λ .
L LN

gN N N


   

ummariz



This s es to get the claimed homogeneous es- 
timate. Now we discuss the inhomogeneous estimate 
(4.1). For simplicity we set,  : tF i u   

use Duhamel’s
 and  

v . Then we  formula to 

dt

dt

 : tG i   
write 

       0

0

0e ei t t i t t

t

u u t i F t         
t

       0
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t
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0t
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The first term was treated in the first part of the proof. 
The second and the third are similar and so we consider 
I2 only. By the Minkowski inequality, 

   



       0

22 0e ei t t i t t

L

       
24 e e di t t i t t

L
dI F t G t t t       

   

And the proof follows by inserting in the integral the 
homogeneous estimate above.                   

Lemma.4.4. Let is nearly peri- 
odic modulo G

 and 

□  
 0 2 d

xu C L K   
. Then there exist functions 

,t loc

: dx K  , 
: dK    : 0,N K   , and for every 0   

there exists  0 ,C    such that we ha
ate, 

ve the spatial 
concentration estim

    
 

2
, dC

x x t
N t

u t x x 
 

          (4.3) 

And hesitancy concentration estimate,  

    
 

2
ˆ , dC

t
N t

u t
 

  
 

         (4.4) 

.t K  For all 
Remark 4.5. Informally, this lemma confirm  that the 

m
s

ass  u t is spatially concentrated in the ball  

   
1

:x x x t O
N t

          

And is hesitancy concentrated in the ball  


, 

     : t O N t    . 

Note that we have trol about how presently no con
 x t ,  N t ,  t  vary in time; (for mo - 

Proof: By  u t  lay in GI for some com- 
pact subset I in 

re see [14
  

 hypothesis, 
17]).

 2 d
xL  . For every 0 


, compactness 

argume  exists nt shows that there 0 C    , (de- 
pending on) such that 

   

2
d

x C
f x x





  

And hesitancy concentration estimate 

  
ˆ d

C
f

 
  


  

For all f I . By inspecting what the symmetry group 
G doe  the spatial and hesitancy distributios t n of the 

ss of a tion, then the claim follows.         
Corollary 4.6. Fix 

o
funcma □  

  and d, and as me that m0 is 
finite. Then there exists a maximal-lifespan solution 

su

 0 2
,

d
t loc xC L K   of mass precisely m0 w

both forward and backward in time, and 
u
up 

: dx K  , : K 
pro

hich blows 
functions, 

 and , with d  : 0,N K  
perty  0 C    , for every 0,   (depending 

 on  , d, m0) such that we have the concentration esti-
mates ( (4.4 r all  .t KdI u t G t t       4.3), ) Fo   

And in this case the lemma follows from the homoge-
neous estimate proved above. Finally, again by Min-
kowski’s inequality we have 
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