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#### Abstract

We consider the harmonic analysis associated with the Dunkl operators on $\mathbb{R}^{d}$. We study the Dunkl mean-periodic functions on the space $\mathcal{E}\left(\mathbb{R}^{d}\right)$ (the space of $C^{\infty}$-functions). We characterize also the continuous linear mappingsfrom $\mathcal{E}\left(\mathbb{R}^{d}\right)$ into itself which commute with the Dunkl operators.
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## 1. Introduction

The Dunkl operators $\mathcal{D}_{j} ; j=1, \cdots, d$, on $\mathbb{R}^{d}$, are dif-ferential-difference operators associated with a positive root system $\mathfrak{\Re}_{+}$and a non negative multiplicity function $k$, introduced by Dunkl in [1]. These operators extend the usual partial derivatives and lead to a generalizations of various analytic structure, like the exponential function, the Fourier transform, the translation operators and the convolution product [2-4]. Dunkl proved in [2] that there exists a unique isomorphism $V_{k}$ from the space of homogeneous polynomials $P_{n}$ on $\mathbb{R}^{d}$ of degree $n$ onto itself satisfying the transmutation relations:

$$
V_{k}(1)=1, \quad \mathcal{D}_{j} V_{k}=V_{k} \frac{\partial}{\partial x_{j}} ; \quad j=1,2, \cdots, d .
$$

This operator is called the Dunkl intertwining operator. It has been extended to a topological automorphism of $\mathcal{E}\left(\mathbb{R}^{d}\right)$ (the space of $C^{\infty}$-functions on $\mathbb{R}^{d}$ ) (see [5]). The operator $V_{k}$ has the integral representation (see [6]):

$$
\begin{align*}
& V_{k}(f)(x)=\int_{\mathbb{R}^{d}} f(y) \mathrm{d} \Gamma_{x}(y) ; \\
& f \in \mathcal{E}\left(\mathbb{R}^{d}\right), x \in \mathbb{R}^{d}, \tag{1}
\end{align*}
$$

where $\Gamma_{x}$ is a probability measure on $\mathbb{R}^{d}$, such that

$$
\operatorname{supp}\left(\Gamma_{x}\right) \subset\left\{y \in \mathbb{R}^{d}:\|y\| \leq\|x\|\right\} .
$$

The dual intertwining operator ${ }^{t} V_{k}$ of $V_{k}$ defined on $\mathcal{E}^{\prime}\left(\mathbb{R}^{d}\right)$ (the dual space of $\mathcal{E}\left(\mathbb{R}^{d}\right)$, by

[^0]\[

$$
\begin{aligned}
& \left\langle{ }^{t} V_{k}(T), g\right\rangle:=\left\langle T, V_{k}(g)\right\rangle ; \\
& T \in \mathcal{E}^{\prime}\left(\mathbb{R}^{d}\right) \text { and } g \in \mathcal{E}\left(\mathbb{R}^{d}\right) .
\end{aligned}
$$
\]

We use the Dunkl intertwining operator $V_{k}$ and its dual ${ }^{t} V_{k}$ to study the harmonic analysis associated with the Dunkl operators (Dunkl translation operators, Dunkl convolution, Dunkl transform, Paley-Wiener theorem, etc.). As applications of this theory we study the meanperiodic functions on the space $\mathcal{E}\left(\mathbb{R}^{d}\right)$ in the Dunkl setting. We characterize also the continuous linear mappings from $\mathcal{E}\left(\mathbb{R}^{d}\right)$ into itself which commute with the Dunkl operators.

The contents of this paper are as follows. In the second section we recall some results about the Dunkl operators. In particular, we give some properties of the operators $V_{k}$ and ${ }^{'} V_{k}$. Next, we define the Dunkl translation operators $\tau_{x}, x \in \mathbb{R}^{d}$ and the Dunkl convolution product $*_{k}$ by

$$
\begin{aligned}
& \tau_{x} f(y):=\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} V_{k}^{-1}(f)(z+t) \mathrm{d} \Gamma_{x}(z) \mathrm{d} \Gamma_{y}(t), \\
& f \in \mathcal{E}\left(\mathbb{R}^{d}\right), y \in \mathbb{R}^{d},
\end{aligned}
$$

and

$$
\begin{aligned}
& T *_{k} f(x):=\left\langle T_{y}, \tau_{x} f(-y)\right\rangle, \\
& T \in \mathcal{E}^{\prime}\left(\mathbb{R}^{d}\right), f \in \mathcal{E}\left(\mathbb{R}^{d}\right) .
\end{aligned}
$$

In Section 3, we study the mean-periodic functions associated to the Dunkl operators on $\mathcal{E}\left(\mathbb{R}^{d}\right)$. We prove that every continuous linear mapping $\mathcal{X}$ from $\mathcal{E}\left(\mathbb{R}^{d}\right)$
into itself such that $\mathcal{D}_{j} \mathcal{X}=\mathcal{X} \mathcal{D}_{j}, j=1, \cdots, d$, has the form

$$
\mathcal{X} f(x)=T *_{k} f(x), \quad T \in \mathcal{E}^{\prime}\left(\mathbb{R}^{d}\right)
$$

In the one-dimensional case ( $d=1$ ), the Dunkl convolution operators and the Dunkl mean-periodic functions are studied in [7-9], on the space of entire functions on $\mathbb{C}$.

## 2. The Dunkl Harmonic Analysis on $\mathbb{R}^{d}$

We consider $\mathbb{R}^{d}$ with the Euclidean inner product $\langle. .$, and norm $\|y\|:=\sqrt{\langle y, y\rangle}$.
For $\alpha \in \mathbb{R}^{d} \backslash\{0\}$, let $\sigma_{\alpha}$ be the reflection in the hyperplane $H_{\alpha} \subset \mathbb{R}^{d}$ orthogonal to $\alpha$ :

$$
\sigma_{\alpha} y:=y-\frac{2\langle\alpha, y\rangle}{\|\alpha\|^{2}} \alpha .
$$

A finite set $\mathfrak{R} \subset \mathbb{R}^{d} \backslash\{0\}$ is called a root system, if $\mathfrak{R} \cap \mathbb{R} . \alpha=\{-\alpha, \alpha\}$ and $\sigma_{\alpha} \mathfrak{R}=\mathfrak{R}$ for all $\alpha \in \mathfrak{R}$. We assume that it is normalized by $\|\alpha\|^{2}=2$ for all $\alpha \in \mathfrak{R}$.

For a root system $\mathfrak{R}$, the reflections $\sigma_{\alpha}, \alpha \in \mathfrak{R}$ generate a finite group $G \subset O(d)$, the reflection group associated with $\mathfrak{R}$. All reflections in $G$, correspond to suitable pairs of roots. For a given $\beta \in \mathbb{R}^{d} \backslash \bigcup_{\alpha \in \Re} H_{\alpha}$, we fix the positive subsystem:

$$
\mathfrak{R}_{+}:=\{\alpha \in \mathfrak{R}:\langle\alpha, \beta\rangle>0\} .
$$

Then for each $\alpha \in \mathfrak{R}$ either $\alpha \in \mathfrak{R}_{+}$or $-\alpha \in \mathfrak{R}_{+}$.
Let $k: \mathfrak{R} \rightarrow \mathbb{C}$ be a multiplicity function on $\mathfrak{R}$ (i.e. a function which is constant on the orbits under the action of $G$ ). For abbreviation, we introduce the index:

$$
\gamma=\gamma(k):=\sum_{\alpha \in \Re_{+}} k(\alpha) .
$$

Moreover, let $w_{k}$ denotes the weight function:

$$
w_{k}(y):=\prod_{\alpha \in \mathfrak{R}_{+}}|\langle\alpha, y\rangle|^{2 k(\alpha)}, \quad y \in \mathbb{R}^{d},
$$

which is $G$-invariant and homogeneous of degree $2 \gamma$.
The Dunkl operators $\mathcal{D}_{j} ; j=1, \cdots, d$, on $\mathbb{R}^{d}$ associated with the finite reflection group $G$ and multiplicity function $k$ are given for a function $f$ of class $C^{1}$ on $\mathbb{R}^{d}$, by

$$
\mathcal{D}_{j} f(y):=\frac{\partial}{\partial y_{j}} f(y)+\sum_{\alpha \in \mathcal{R}_{+}} k(\alpha) \alpha_{j} \frac{f(y)-f\left(\sigma_{\alpha} y\right)}{\langle\alpha, y\rangle} .
$$

For $y \in \mathbb{R}^{d}$, the initial problem
$\mathcal{D}_{j} u(., y)(x)=y_{j} u(x, y) ; \quad j=1, \cdots, d$, with $u(0, y)=1$ admits a unique analytic solution on $\mathbb{R}^{d}$, which will be denoted by $E_{k}(x, y)$ and called Dunkl kernel [2,3]. This kernel has the Laplace-type representation [6]:

$$
\begin{equation*}
E_{k}(x, z)=\int_{\mathbb{R}^{d}} e^{(y, z)} d \Gamma_{x}(y) ; \quad x \in \mathbb{R}^{d}, z \in \mathbb{C}^{d}, \tag{2}
\end{equation*}
$$

where $\langle y, z\rangle:=\sum_{i=1}^{d} y_{i} z_{i}$ and $\Gamma_{x}$ is the measure on $\mathbb{R}^{d}$ given by (1).

We denote by $\mathcal{E}\left(\mathbb{R}^{d}\right)$ the space of $C^{\infty}$-functions on $\mathbb{R}^{d}$, and by $\mathcal{E}^{\prime}\left(\mathbb{R}^{d}\right)$ the space of distributions on $\mathbb{R}^{d}$ of compact support.

Theorem 1. (See [5], Theorem 6.3). The Dunkl intertwining operator $V_{k}$ defined by

$$
\begin{gathered}
V_{k}(f)(x)=\int_{\mathbb{R}^{d}} f(y) \mathrm{d} \Gamma_{x}(y) ; \\
f \in \mathcal{E}\left(\mathbb{R}^{d}\right), x \in \mathbb{R}^{d},
\end{gathered}
$$

is a topological isomorphism from $\mathcal{E}\left(\mathbb{R}^{d}\right)$ onto itself, and satisfies:

$$
\begin{align*}
& \mathcal{D}_{j}\left(V_{k}(f)\right)=V_{k}\left(\frac{\partial}{\partial x_{j}} f\right) ;  \tag{3}\\
& f \in \mathcal{E}\left(\mathbb{R}^{d}\right) \text { and } j=1, \cdots, d, \\
& \quad V_{k}(f)(0)=f(0) .
\end{align*}
$$

From Theorem 1, we deduce also the following results.

Theorem 2. The dual intertwining operator ${ }^{t} V_{k}$ of $V_{k}$ defined on $\mathcal{E}^{\prime}\left(\mathbb{R}^{d}\right)$ by

$$
\begin{align*}
& \left\langle{ }^{t} V_{k}(T), g\right\rangle:=\left\langle T, V_{k}(g)\right\rangle ; \\
& T \in \mathcal{E}^{\prime}\left(\mathbb{R}^{d}\right) \text { and } g \in \mathcal{E}\left(\mathbb{R}^{d}\right), \tag{4}
\end{align*}
$$

is a topological isomorphism from $\mathcal{E}\left(\mathbb{R}^{d}\right)$ onto itself. Its inverse operator $\left({ }^{t} V_{k}\right)^{-1}$ is given by

$$
\begin{align*}
& \left\langle\left({ }^{t} V_{k}\right)^{-1}(T), g\right\rangle=\left\langle T, V_{k}^{-1}(g)\right\rangle ;  \tag{5}\\
& T \in \mathcal{E}^{\prime}\left(\mathbb{R}^{d}\right) \text { and } g \in \mathcal{E}\left(\mathbb{R}^{d}\right) .
\end{align*}
$$

We denote by $H\left(\mathbb{R}^{d}\right)$ the space of entire functions on $\mathbb{C}^{d}$ which are rapidly increasing and of exponential type. We have

$$
H\left(\mathbb{C}^{d}\right)=\bigcup_{a \geq 0} H_{a}\left(\mathbb{C}^{d}\right)
$$

where $H_{a}\left(\mathbb{C}^{d}\right)$ is the space of entire functions $f$ on $\mathbb{C}^{d}$ satisfying

$$
\exists N \in \mathbb{N}, \quad \sup _{\lambda \in \mathbb{C}^{d}}(1+\|\lambda\|)^{-N}|f(\lambda)| e^{-q\|\mid m \lambda\|}<\infty,
$$

where

$$
\|\lambda\|=\sqrt{\lambda_{1}^{2}+\cdots+\lambda_{d}^{2}}, \quad \lambda=\left(\lambda_{1}, \cdots, \lambda_{d}\right) \in \mathbb{C}^{d} .
$$

We define the Dunkl transform $\mathcal{F}_{k}$ on $\mathcal{E}^{\prime}\left(\mathbb{R}^{d}\right)$ by

$$
\begin{align*}
& \mathcal{F}_{k}(T)(\lambda):=\left\langle T, E_{k}(-i \lambda, .)\right\rangle ; \\
& T \in \mathcal{E}^{\prime}\left(\mathbb{R}^{d}\right) \text { and } \lambda \in \mathbb{R}^{d} . \tag{6}
\end{align*}
$$

We notice that $\mathcal{F}_{0}$ agrees with the Fourier transform
$\mathcal{F}$ that is given by

$$
\begin{align*}
& \mathcal{F}(T)(\lambda):=\left\langle T, e^{-i\langle\lambda,\rangle}\right\rangle  \tag{7}\\
& T \in \mathcal{E}^{\prime}\left(\mathbb{R}^{d}\right) \text { and } \lambda \in \mathbb{R}^{d}
\end{align*}
$$

Proposition 1. $\mathcal{F}_{k}$ admits on $\mathcal{E}^{\prime}\left(\mathbb{R}^{d}\right)$ the following decomposition:

$$
\begin{equation*}
\mathcal{F}_{k}(T)=\mathcal{F}_{\circ}{ }^{t} V_{k}(T), \quad T \in \mathcal{E}^{\prime}\left(\mathbb{R}^{d}\right) \tag{8}
\end{equation*}
$$

Proof. In (4), we take $g=e^{-i(\lambda, .\rangle}$ and applying relation (2) we obtain

$$
\left\langle{ }^{t} V_{k}(T), e^{-i(\lambda, .)}\right\rangle=\left\langle T, E_{k}(-i \lambda, .)\right\rangle ; \quad T \in \mathcal{E}^{\prime}\left(\mathbb{R}^{d}\right)
$$

Then the result follows from (6) and (7).
Theorem 3. (Paley-Wiener theorem). $\mathcal{F}_{k}$ is a topological isomorphism from $\mathcal{E}^{\prime}\left(\mathbb{R}^{d}\right)$ onto $H\left(\mathbb{C}^{d}\right)$.
Proof. The result follows from (8), Theorem 2 and Paley-Wiener theorem for the Fourier transform $\mathcal{F}$ (see [10]).

Definition 1. The Dunkl translation operators (see [4]) are the operators $\tau_{x}, \quad x \in \mathbb{R}^{d}$, defined on $\mathcal{E}\left(\mathbb{R}^{d}\right)$, by

$$
\begin{equation*}
\tau_{x} f(y):=V_{k, x} V_{k, y}\left[V_{k}^{-1}(f)(x+y)\right], \quad y \in \mathbb{R}^{d} \tag{9}
\end{equation*}
$$

which can be written as:

$$
\tau_{x} f(y)=\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} V_{k}^{-1}(f)(z+t) \mathrm{d} \Gamma_{x}(z) \mathrm{d} \Gamma_{y}(t)
$$

We next collect some properties of Dunkl translation operators (see [4]).
Proposition 2. Let $f \in \mathcal{E}\left(\mathbb{R}^{d}\right)$ and $x, y \in \mathbb{R}^{d}$. Then

1) $\tau_{0} f=f, \tau_{x} f(y)=\tau_{y} f(x)$ and
$\tau_{x} \circ \tau_{y} f=\tau_{y} \circ \tau_{x} f$.
2) $\mathcal{D}_{j}\left(\tau_{x} f\right)=\tau_{x}\left(\mathcal{D}_{j} f\right), \quad j=1, \cdots, d$.
3) Product formula:

$$
\tau_{x}\left[E_{k}(\lambda, .)\right](y)=E_{k}(\lambda, x) E_{k}(\lambda, y), \quad \lambda \in \mathbb{C}^{d}
$$

4) The Dunkl translation operators $\tau_{x}, x \in \mathbb{R}^{d}$, are continuous from $\mathcal{E}\left(\mathbb{R}^{d}\right)$ onto itself.

The 4) of Proposition 2 used to investigate the following definition.

Definition 2. Let $T \in \mathcal{E}^{\prime}\left(\mathbb{R}^{d}\right)$ and $f \in \mathcal{E}\left(\mathbb{R}^{d}\right)$. The Dunkl convolution product of $T$ and $f$, is the function $T *_{k} f$ in $\mathcal{E}\left(\mathbb{R}^{d}\right)$ defined by

$$
\begin{equation*}
T *_{k} f(x):=\left\langle T_{y}, \tau_{x} f(-y)\right\rangle, \quad x \in \mathbb{R}^{d} . \tag{10}
\end{equation*}
$$

We notice that $*_{0}$ agrees with the convolution * that is given by

$$
\begin{align*}
& T * f(x):=\left\langle T_{y}, f(x-y)\right\rangle \\
& T \in \mathcal{E}^{\prime}\left(\mathbb{R}^{d}\right), f \in \mathcal{E}\left(\mathbb{R}^{d}\right) \tag{11}
\end{align*}
$$

Theorem 4. Let $T \in \mathcal{E}^{\prime}\left(\mathbb{R}^{d}\right)$ and $f \in \mathcal{E}\left(\mathbb{R}^{d}\right)$. Then

1) $\left({ }^{t} V_{k}\right)^{-1}(T) *_{k} V_{k}(f)=V_{k}(T * f)$.
2) ${ }^{t} V_{k}(T) * V_{k}^{-1}(f)=V_{k}^{-1}\left(T *_{k} f\right)$.

Proof. Let $T \in \mathcal{E}^{\prime}\left(\mathbb{R}^{d}\right)$ and $f \in \mathcal{E}\left(\mathbb{R}^{d}\right)$.

1) From (10) and (5), we have

$$
\begin{aligned}
& \left({ }^{t} V_{k}\right)^{-1}(T) *_{k} V_{k}(f)(x) \\
& =\left\langle\left({ }^{t} V_{k}\right)^{-1}(T)_{y}, \tau_{x}\left[V_{k}(f)\right](-y)\right\rangle \\
& =\left\langle T_{y}, V_{k, y}^{-1} \tau_{x}\left[V_{k}(f)\right](-y)\right\rangle .
\end{aligned}
$$

But from (9), we obtain

$$
V_{k, y}^{-1} \tau_{x}\left[V_{k}(f)\right](-y)=V_{k, x}(f)(x-y)
$$

Thus

$$
\begin{aligned}
& \left({ }^{t} V_{k}\right)^{-1}(T){ }_{k} V_{k}(f)(x) \\
& =\left\langle T_{y}, V_{k, x}(f)(x-y)\right\rangle=V_{k, x}\left\langle T_{y}, f(x-y)\right\rangle \\
& =V_{k}(T * f)(x)
\end{aligned}
$$

2) From (11) and (4), we have

$$
\begin{aligned}
& \left({ }^{t} V_{k}\right)(T) * V_{k}^{-1}(f)(x) \\
& =\left\langle\left({ }^{t} V_{k}\right)(T)_{y}, V_{k}^{-1}(f)(x-y)\right\rangle \\
& =\left\langle T_{y}, V_{k, y}\left[V_{k}^{-1}(f)\right](x-y)\right\rangle .
\end{aligned}
$$

But from (9), we obtain

$$
V_{k, y}\left[V_{k}^{-1}(f)\right](x-y)=V_{k, x}^{-1}\left(\tau_{x} f\right)(-y)
$$

Thus

$$
\begin{aligned}
& \left({ }^{t} V_{k}\right)(T) * V_{k}^{-1}(f)(x) \\
& =\left\langle T_{y}, V_{k, x}^{-1}\left(\tau_{x} f\right)(-y)\right\rangle=V_{k, x}^{-1}\left\langle T_{y}, \tau_{x} f(-y)\right\rangle \\
& =V_{k}^{-1}\left(T *_{k} f\right)(x) .
\end{aligned}
$$

Which completes the proof of the theorem. $\quad$
Proposition 3. Let $T \in \mathcal{E}^{\prime}\left(\mathbb{R}^{d}\right)$. The mapping $f \rightarrow T *_{k} f$ is continuous from $\dot{\mathcal{E}}\left(\mathbb{R}^{d}\right)$ onto itself.
Proof. Assume that $\{f\}_{n \in \mathbb{N}}$ is a sequence in $\mathcal{E}\left(\mathbb{R}^{d}\right)$ such that $f_{n} \rightarrow f$ and $T *_{k} f_{n} \rightarrow g$, as $n \rightarrow \infty$, where $f, g$ being in $\mathcal{E}\left(\mathbb{R}^{d}\right)$. According to Proposition 2 4), for every $x \in \mathbb{R}^{d}, \tau_{x} f_{n} \rightarrow \tau_{x} f$ as $n \rightarrow \infty$, in $\mathcal{E}\left(\mathbb{R}^{d}\right)$. Hence $T *_{k} f_{n}(x) \rightarrow T *_{k} f(x)$, as $n \rightarrow \infty$, for every $x \in \mathbb{R}^{d}$. By using the closed graph theorem we conclude that the mapping $f \rightarrow T *_{k} f$ is continuous from $\mathcal{E}\left(\mathbb{R}^{d}\right)$ into itself. $\square$

The Proposition 3 used to investigate the following definition.

Definition 3. Let $T, S \in \mathcal{E}^{\prime}\left(\mathbb{R}^{d}\right)$. The Dunkl convolution product of $T$ and $S$, is the distribution $T *_{k} S$ in $\mathcal{E}^{\prime}\left(\mathbb{R}^{d}\right)$ defined by

$$
\begin{equation*}
\left\langle T *_{k} S, f\right\rangle:=\left\langle T_{x},\left\langle S_{y}, \tau_{x} f(y)\right\rangle\right\rangle=\left\langle T, \tilde{S} *_{k} f\right\rangle, \tag{12}
\end{equation*}
$$

where $\tilde{S}$ is the distribution in $\mathcal{E}^{\prime}\left(\mathbb{R}^{d}\right)$ given by

$$
\langle\tilde{S}, f\rangle=\langle S, \tilde{f}\rangle, \quad f \in \mathcal{E}\left(\mathbb{R}^{d}\right)
$$

with

$$
\tilde{f}(x)=f(-x), \quad x \in \mathbb{R}^{d}
$$

We notice that $*_{0}$ agrees with the convolution $*$ that is given by

$$
\langle T * S, f\rangle:=\left\langle T_{x},\left\langle S_{y}, f(x+y)\right\rangle\right\rangle ; \quad T, S \in \mathcal{E}^{\prime}\left(\mathbb{R}^{d}\right)
$$

Proposition 4. Let $T, S \in \mathcal{E}^{\prime}\left(\mathbb{R}^{d}\right)$. Then

1) $T *_{k} S=S *_{k} T$ and $T *_{k} \delta=T$.
2) $\mathcal{F}_{k}\left(T *_{k} S\right)=\mathcal{F}_{k}(T) \mathcal{F}_{k}(S)$.
3) ${ }^{t} V_{k}\left(T *_{k} S\right)={ }^{t} V_{k}(T) *^{t} V_{k}(S)$.

Proof. 1) follows from (12).
2) From Proposition 3, the distribution $T *_{k} S$ belongs to $\mathcal{E}^{\prime}\left(\mathbb{R}^{d}\right)$, and by (6), we have

$$
\mathcal{F}_{k}\left(T *_{k} S\right)(\lambda)=\left\langle T *_{k} S, E_{k}(-i \lambda, x)\right\rangle, \quad \lambda \in \mathbb{R}^{d} .
$$

Thus, by (7) and Proposition 2 3), we obtain

$$
\begin{aligned}
\mathcal{F}_{k}\left(T *_{k} S\right)(\lambda) & =\left\langle T_{x},\left\langle S_{y}, \tau_{x} E_{k}(-i \lambda, .)(y)\right\rangle\right. \\
& =\mathcal{F}_{k}(T)(\lambda) \mathcal{F}_{k}(S)(\lambda)
\end{aligned}
$$

3) From 2) and (8) we obtain

$$
\mathcal{F}\left({ }^{t} V_{k}\left(T *_{k} S\right)\right)=\mathcal{F}\left({ }^{t} V_{k}(T) *{ }^{t} V_{k}(S)\right)
$$

Then we deduce the result from the injectivity of the Fourier transform $\mathcal{F}$ on $\mathcal{E}^{\prime}\left(\mathbb{R}^{d}\right)$.

## 3. Commutators and Mean-Periodic Functions

In this section, we use Theorem 4 to study the Dunkl mean-periodic functions on $\mathcal{E}\left(\mathbb{R}^{d}\right)$, and to give a characterization of the continuous linear mappings $\mathcal{X}$ from $\mathcal{E}\left(\mathbb{R}^{d}\right)$ into itself which commute with the Dunkl operators $\mathcal{D}_{j} ; j=1, \cdots, d$.

### 3.1. Mean-Periodic Functions

Definition 4. A function $f$ in $\mathcal{E}\left(\mathbb{R}^{d}\right)$ is said meanperiodic, if there exists $T \in \mathcal{E}^{\prime}\left(\mathbb{R}^{d}\right)$ and $T \neq 0$, such that

$$
T *_{k} f(x)=0, \text { for all } x \in \mathbb{R}^{d} .
$$

For example, let $x_{0} \in \mathbb{R}^{d} \backslash\{0\}$. The function $f$ in $\mathcal{E}\left(\mathbb{R}^{d}\right)$ satisfying

$$
\tau_{x} f\left(-x_{0}\right)=0
$$

is mean-periodic, because we have

$$
\tau_{x} f\left(-x_{0}\right)=\delta_{x_{0}} *_{k} f(x),
$$

$\delta_{x_{0}}$ being the Dirac measure at $x_{0}$.
We now characterize the Dunkl mean-periodic functions on $\mathcal{E}\left(\mathbb{R}^{d}\right)$.

Theorem 5. A function $f$ is mean-periodic function if and only if the function $V_{k}^{-1}(f)$ is a classical meanperiodic function.

Proof. Let $f$ be a mean-periodic function, then there exists $T \in \mathcal{E}^{\prime}\left(\mathbb{R}^{d}\right)$ and $T \neq 0$, such that

$$
T *_{k} f=0 .
$$

Applying $V_{k}^{-1}$ to this equation, then Theorem 42 ) implies that

$$
{ }^{t} V_{k}(T) * V_{k}^{-1}(f)=0
$$

From Theorem 2, ${ }^{t} V_{k}(T) \neq 0$, thus $V_{k}^{-1}(f)$ is a classical mean-periodic function.

Conversely, if $V_{k}^{-1}(f)$ is a classical mean-periodic function, there exists $T \in \mathcal{E}^{\prime}\left(\mathbb{R}^{d}\right)$ and $T \neq 0$, such that

$$
T * V_{k}^{-1}(f)=0
$$

Applying $V_{k}$ to this equation, then Theorem 4 1) implies that

$$
\left({ }^{t} V_{k}\right)^{-1}(T) *_{k} f=0
$$

From Theorem 2, $\left({ }^{t} V_{k}\right)^{-1}(T) \neq 0$, thus $f$ is a meanperiodic function. $\square$

Remark 1. Let $\lambda \in \mathbb{R}^{d}$ and $v \in \mathbb{N}^{d}$. From [11] the functions

$$
F_{\lambda, v}(x)=i^{|v|} x^{v} e^{i(\lambda, x\rangle}, \quad x \in \mathbb{R}^{d}
$$

are classical mean-periodic functions. Then from Theorem 5, the functions

$$
E_{k, \lambda, v}(x)=i^{|v|} V_{k}\left(F_{\lambda, v}\right)(x)=D_{\lambda}^{\nu}\left[E_{k}(i \lambda, x)\right], \quad x \in \mathbb{R}^{d}
$$

are mean-periodic functions.

### 3.2. Commutator of Dunkl Operators

In this section, we give a characterization of the contenuous linear mappings $\mathcal{X}$ from $\mathcal{E}\left(\mathbb{R}^{d}\right)$ into itself which commute with the Dunkl operators $\mathcal{D}_{j} ; j=1, \cdots, d$.

Lemma 1. Let $\mathcal{A}$ be a continuous linear mapping from $\mathcal{E}\left(\mathbb{R}^{d}\right)$ into itself, such that $\frac{\partial}{\partial x_{j}} \mathcal{A}=\mathcal{A} \frac{\partial}{\partial x_{j}}$, $j=1, \cdots, d$, on $\mathcal{E}\left(\mathbb{R}^{d}\right)$, then $\mathcal{A}$ has the form

$$
\mathcal{A} f(x)=T_{0} * f(x), \quad T_{0} \in \mathcal{E}^{\prime}\left(\mathbb{R}^{d}\right)
$$

Proof. For a fixed $x \in \mathbb{R}$, the map $f \rightarrow \mathcal{A} f(x)$ is a continuous form on $\mathcal{E}\left(\mathbb{R}^{d}\right)$. So there exists $T_{x} \in \mathcal{E}^{\prime}\left(\mathbb{R}^{d}\right)$, such that

$$
\mathcal{A} f(x)=\left\langle T_{x}, f\right\rangle, \quad x \in \mathbb{R}^{d} .
$$

Using the fact $\frac{\partial}{\partial x_{j}} \mathcal{A}=\mathcal{A} \frac{\partial}{\partial x_{j}}, \quad j=1, \cdots, d$, on $\mathcal{E}\left(\mathbb{R}^{d}\right)$, we deduce

$$
\frac{\partial}{\partial x_{j}} \mathcal{F}\left(T_{x}\right)(\lambda)=-i \lambda_{j} \mathcal{F}\left(T_{x}\right)(\lambda), \quad j=1, \cdots, d
$$

Then

$$
\begin{aligned}
\mathcal{F}\left(T_{x}\right)(\lambda) & =e^{-i(\lambda, x\rangle} \mathcal{F}\left(T_{0}\right)(\lambda) \\
& =\mathcal{F}\left(\delta_{x}\right)(\lambda) \mathcal{F}\left(T_{0}\right)(\lambda)
\end{aligned}
$$

Thus,

$$
T_{x}=\delta_{x} * T_{0},
$$

and

$$
\begin{aligned}
\mathcal{A} f(x) & =\left\langle\delta_{x} * T_{0}, f\right\rangle=\left\langle\delta_{x},\left\langle T_{0}, f(t-y)\right\rangle\right\rangle \\
& =\left\langle T_{0}, f(x-y)\right\rangle=T_{0} * f(x)
\end{aligned}
$$

Lemma 2. Every continuous linear mapping $\mathcal{B}$ from $\mathcal{E}\left(\mathbb{R}^{d}\right)$ into itself, such that $\mathcal{D}_{j} \mathcal{B}=\mathcal{B} \frac{\partial}{\partial x_{j}}, \quad j=1, \cdots, d$, has the form

$$
\mathcal{B} f(x)=T *_{k} V_{k}(f)(x), \quad T \in \mathcal{E}^{\prime}\left(\mathbb{R}^{d}\right)
$$

Proof. Applying $V_{k}^{-1}$ to the relation $\mathcal{D}_{j} \mathcal{B}=\mathcal{B} \frac{\partial}{\partial x_{j}}$, $j=1, \cdots, d$, and using the fact that $V_{k}^{-1} \mathcal{D}_{j}=\frac{\partial}{\partial x_{j}} V_{k}^{-1}$, $j=1, \cdots, d$, we obtain the deduce

$$
\frac{\partial}{\partial x_{j}} V_{k}^{-1} \mathcal{B}=V_{k}^{-1} \mathcal{B} \frac{\partial}{\partial x_{j}}, \quad j=1, \cdots, d
$$

By applying Lemma 1 , we deduce that $V_{k}^{-1} \mathcal{B}=\mathcal{A}$, and Theorem 4 1) yields

$$
\begin{aligned}
\mathcal{B} f(x) & =V_{k} \mathcal{A} f(x)=V_{k}\left(T_{0} * f\right)(x) \\
& =\left({ }^{t} V_{k}\right)^{-1}\left(T_{0}\right) *_{k} V_{k}(f)(x) \\
& =T *_{k} V_{k}(f)(x),
\end{aligned}
$$

where $T=\left({ }^{t} V_{k}\right)^{-1}\left(T_{0}\right)$.
We now establish the main result of this paragraph.
Theorem 6. Every the continuous linear mapping $\mathcal{X}$ from $\mathcal{E}\left(\mathbb{R}^{d}\right)$ into itself, such that $\mathcal{D}_{j} \mathcal{X}=\mathcal{X D}_{j}$, $j=1, \cdots, d$, has the form

$$
\mathcal{X} f(x)=T *_{k} f(x), \quad T \in \mathcal{E}^{\prime}\left(\mathbb{R}^{d}\right)
$$

Proof. Using the relation $\mathcal{D}_{j} V_{k}=V_{k} \frac{\partial}{\partial x_{j}}, \quad j=1, \cdots, d$, and the fact that $\mathcal{D}_{j} \mathcal{X}=\mathcal{X} \mathcal{D}_{j}, \quad j=1, \cdots, d$, we obtain

$$
\mathcal{D}_{j} \mathcal{X} V_{k}=\mathcal{X} \mathcal{D}_{j} V_{k}=\mathcal{X} V_{k} \frac{\partial}{\partial x_{j}}, \quad j=1, \cdots, d
$$

By applying Lemma 2, we deduce that $\mathcal{X} V_{k}=\mathcal{B}$, and hence

$$
\mathcal{X} f(x)=\mathcal{B} V_{k}^{-1} f(x)=T *_{k} f(x)
$$

Remark 2. Let $\mathcal{X}$ be continuous linear mapping $\mathcal{X}$ from $\mathcal{E}\left(\mathbb{R}^{d}\right)$ into itself, such that $\mathcal{D}_{j} \mathcal{X}=\mathcal{X} \mathcal{D}_{j}$, $j=1, \cdots, d$.

By virtue of Theorem 6, we can find $T \in \mathcal{E}^{\prime}\left(\mathbb{R}^{d}\right)$ such that

$$
\mathcal{X} f(x)=T *_{k} f(x)=\left\langle T_{y}, \tau_{x} f(-y)\right\rangle, \quad f \in \mathcal{E}\left(\mathbb{R}^{d}\right)
$$

In particular (by Proposition 2 3), for every $x \in \mathbb{R}^{d}$, we have

$$
\begin{aligned}
\mathcal{X} E_{k}(., z)(x) & =\left\langle T_{y}, \tau_{x} E_{k}(., z)(-y)\right\rangle \\
& =E_{k}(x, z)\left\langle T_{y}, E_{k}(-y, z)\right\rangle .
\end{aligned}
$$

We put $\Psi(z):=\left\langle T_{y}, E_{k}(-y, z)\right\rangle$, we obtain

$$
\mathcal{X} E_{k}(., z)(x)=E_{k}(x, z) \Psi(z), \quad z \in \mathbb{R}^{d}
$$

Hence, for every $z \in \mathbb{R}^{d}, E_{k}(., z)$ is an eigenfunction of $\mathcal{X}$ associated with the eigenvalue $\Psi(z)$.
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