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Abstract 
 
We study the multiple existence of periodic solutions for a second-order non-autonomous dynamical systems 

 , = 0uu V t u (1). Using the method of invariant sets of descending flow and chain of rings theorem, we 
obtain the existence of seven 2π -periodic solutions. 
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1. Introduction 
 
In this paper, we consider the existence of seven non-
trivial solutions for the second order non-autonomous 
systems 

   , = 0. 0,2π , .N
uu V t u t u R      (1) 

For each Nu R  the function  ,V t u  is periodic in t  
with period 2π . 

Problem (1) has been studied by many authors and 
there is a large literature, see, for example, [1-11] (cf. the 
references quoted in them). 

Using the method of invariant sets of descending flow, 
Z. Liu and J. Sun [1] got at least four periodic solutions 
of (1). Via the variational method, which has been most-
ly used to prove the existence of solutions of (1), M. 
Willem, J. Mawhin, S. Li, M. Schechter, C. Tang and 
others proved existence under various conditions (cf. the 
reference given in these publications). Also, the fixed 
point theorems in cones can be chosen to establish the 
existence of solutions for (1), see [12]. 

The goal of this paper is to find more periodic solu-
tions for problem (1). We get at least seven periodic so-
lutions of (1) by using the method of invariant sets of 
descending flow and Chain of rings Theorem, which is 
obtained in [7]. 

Let us give some notations. For two functions u  and 
v  defined on  0, 2π  and taking their values in NR , 
we define a partial order by u v  if and only if 
   i iu t v t  for all  0,2πt  and = 1, 2, ,i N . If 
   <i iu t v t  for all  0,2πt  and = 1, 2, ,i N , the 

relationship between u  and v  will be denoted by 
u v . 

(H1) There are two couples of functions , , ,     
 2 , NC R R  with period 2π  such that: 

, , , ,            

and 

 , ,uV t     

 , ,uV t     

 , ,uV t     

 , ,uV t     

for any = 1, 2, ,i N , there is  0, 2πit   such that 

    < , ,i i i i
i

t V t t
u

 



  

for any = 1, 2, ,i N , there is  0, 2πit   such that 

    > , ,i i i i
i

t V t t
u

 



    

for any = 1, 2, ,i N , there is  0, 2πit  such that 

    < , ,i i i i
i

t V t t
u

   


  

for any = 1, 2, ,i N , there is  0, 2πit  such that 

    > , .i i i i
i

t V t t
u

   


  

(H2) There exists a constant > 0K  such that every 
entry of the matrix   2,uu t u K V I  is nonnegative if 
u  is a function satisfying u   or u   or u   
or u  , where  ,uu t u V  is the Hessian matrix of 
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V  and I  is the N N  unit matrix. 
(H3) There exists > 2  and > 0R  such that, for 

u R , 

   0 < , , ,uV t u u V t u    

where u  means the Euclidean norm of u  in NR . 
Theorem 1. If (H1), (H2) and (H3) are satisfied, then 

problem (1) has at least seven periodic solutions. 
Remark 1.1. Conditions in Theorem 1 can be satisfied 

by generic functions. As examples, it can be proved that 

4
2

=1

2
= 2

1

N

i i j
i i j

N
V u u u

u

 


   

satisfies all the conditions in Theorem 1. One should take 
0u    and 0,v    in which 1 2= = = ,Nu u u  

1 2= = = Nv v v , u  and v  are sufficiently small. 
  and   can be chosen in the same way. 

Remark 1.2. Our work is based on the results in [1,7]. 
 
2. Preliminary and Lemmas 
 
Let H  be the Hilbert space of vector functions  u t  
having period 2π  and belonging to 1H  on  0, 2π , 
with the following inner product 

   2 2

0
, = d ,u v uv K uv t


    

where K  is a fixed number satisfying (H2). The corre-
sponding norm in H  is denoted by 

H
  and 

   22 2 2 2

0
= , = d .

H
u u u u K u t


   

Let X  be the Banach space of N -vector functions 
 u t  having period 2π  and belonging to 1C  on 

 0, 2π  and X  is continuously imbedded in H . 
Define a functional :J H R  as 

   2π 2

0

1
= , d .

2
J u u V t u t

      

Then the critical points of J  correspond to the solu-
tions of problem (1). Here   := = 0K u H J u X  . 
We have 

    
12

2 2
2

d
= ,

d uJ u u K V t u K u
t


 

      
 

   (2) 

here 
12

2
2

d

d
K

t


 
  
 

 is the inverse operator of 

2
2

2

d

d
K

t
   with the periodic condition of period 2π .  

Denote 

  
12

2 2
2

d
= , .

d uAu K V t u K u
t


 
    
 

 

Now we will explain that (2) holds: Noting that 

    2π

0
, = , d ,uJ u v uv V t u v t       

and 

   2π 2

0
, = d ,Au v Auv K Auv t    

then 

     2π 2 2

0

2
2 2 2

20

, , = d

= d .

u v Au v uv K uv Auv K Auv t

d
uv K Au K u v t

dt



   

  
     
   





   

 
 

For   
12

2 2
2

d
= ,

d uAu K V t u K u
t


 
    
 

, we have 

      , = , , .J u v u v Au v   

For 0u X , consider the initial value problem 

        0

d
= , 0 =

d

u
u Au u u


 


        (3) 

both in H  and in X . Let  0,u u  and  0,u u  be 
the unique solution of (3) in H  and in X  respectively, 
with maximal right existence interval  00, u  and 

 00, u  . 
Lemma 1. (Lemma 5.1 in [1])    0 0=u u   and 
   0 0, = ,u u u u   for all  00 < u  . Moreover, if 

   0 0, =lim u u u u   
  in the H  topology for some 

u K   , the critical set of J , then the limit is also valid 
in the X  topology. 

Definition 1. (Chain of rings) (Definition 5 in [7]) 
Assume that  1 2, , , 2nD D D n   all are nonempty 
path connected sets. When 4n  , 1D  intersects only 
with 2D  and nD , 1 =n nD D A . iD  intersects only 
with 1iD  , 1iD    = 2,3, , 1i n  , and 1 =i i iD D A  
 = 1, 2, , 1i n  , we say that 1 2, , , nD D D  form a 
chain of rings. For the case of = 3n , 1 2 1=D D A   , 

2 3 2=D D A   , 3 1 3=D D A   , and 1 2D D  

3 =D  , we say that 1 2 3, ,D D D  form a chain of rings. 
For the case of = 2n , 1 2 1 2=D D A A  , 1 2A A  
=  , we say that 1D  and 2D  form a chain of rings. 

Lemma 2. (Theorem 4 and Remark 5 in [7]) Assume 
that H  is a Hilbert space,  1 1,J C H R ,  J u  
= u Au , u H  , J satisfies the (PS) condition on 
H . 1 2, , , nD D D   3n   are open convex subsets of 
X , and form a chain of rings.  X i iA D D   
 = 1, 2, ,i n , 

1) when n  is even, if 

   
2 2

2 2 1=1 =1

> or > ,inf inf
n n

X Xu A u Aj jj j

J u J u

  

   
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then J  has at least 
3

1
2

n   critical points; 

2) when n  is odd, if 

   
1 1

2 2
2 1 2 1=1 =1

> or > ,inf inf
n n

X X Xu A u A Aj jj j

J u J u
 

  

   

then J  has at least  3
1 3

2
n    critical points. 

 
3. Proof of Theorem 1 
 
We now give the proof of Theorem 1. 

Proof. Step 1. First we will prove that J  satisfies 
(PS) condition. 

(H3) implies the existence of constants 1 > 0C  and 

2 > 0C  such that 

  1 2, , .NV t u C u C u R
        (4) 

Actually let    = ,g x V t xu , 

     

   

d 1
= , = ,

d

, = ,

u u

g x
V t xu u V t xu xu

x x

V t xu g x
x x

 

 


 

i.e. 
 
 

d dg x x

g x x
 . For 1x  , we get 

 
 1 1

d
d ,

x xg s
s

g s s


   

   ln ln 1 ln 0,g x g x
    

   1 ,g x g x
   

   , , .V t xu V t u x
   

thus, 

 

  1
[0,2π]

, = , | | ,

, 1 : = .min
t

u u
V t u V t u V t u

u u

V t u C u



 



   
       

   

  

 

For < 1x , one has 

 
 

1

1

d
d .

x

x

g s
s

g s s


   

Similarly, 

   1 ,g x g x
   

   , , .V t xu V t u x
   

then 

 

 
  2

0,2π

, =| , | | , |

, 1 : = .max
t

u u
V t u V t u V t u

u u

V t u C







   
       

   

  

 

If <u R , by the continuousness of V , we can take 
proper 2C  such that (4) holds. 

For u R , by (H3) and (4), it follows that, for 
u H , 

    

   

   

 

2π 2π2 2

0 0

2π

0

2π 2π

1 30 0

1
,

2
1 1

= , d , d
2 2

= , , d
2

1 , d 1 d .
2 2

u

u

J u J u u

u V t u t u V t u u t

u
V t u V t u t

V t u t C u t C
 



         
     

           
   

 



 

 
 

For <u R , by the continuousness of  ,V t u  

 ,
2 u

u
V t u  , we can take proper 3C  such that 

     2π

1 30

1
, 1 d , .

2 2
J u J u u C u t C u H

        
    

(5) 
Similarly, we can obtain that 

    

   

   

   

2π 2π2 2

0 0

2π 2π2

0 0

2π 2π2 2 22 2

0 0

2π

0

2

1
,

1 1
= , d , d

2

1 1
= d , , d

2

1 1 1 1
= d d

2 2

, , d

1 1 1 1

2 2

u

u

u

H

J u J u u

u V t u t u V t u u t

u
u t V t u V t u t

u K u t K u t

u
V t u V t u t

u





 

 







         
   

       
   
   

      
   

 
    

 
 

    
 

 

 

 



 





2π 22

0
d .K u t


 
 
 



(6) 

From these inequalities, we see that, if  
1nu H
   

such that   <nJ u C  and   0nJ u   as n  , 
then by (5), one has 

2π

1 30
1 d 1 ,

2 n n H
C u t C C u

       
    

2π

4 50
dn n H

u t C C u
            (7) 
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By (6) and (7), we obtain 

2π2 22

0

1 1 1 1
d 1 ,

2 2n n nH H
u K u t C u

 
   

        
   

  

2π2 2

6 7 0
dn n nH H

u C C u t u        (8) 

and 

 

   

   

2 2

2π 2π 2π2 22 2

0 0 0

2 2
2π

8 8 4 50

2

8 4 5 8 4 5

d 1 d d

= d

1 1

n n

n n H

n nH H

u t t u t

C u t C C C u

C C C u C C C u


  



  






   

      
  

 

     

  

  (9) 

It follows from (8) and (9) that 
2

9 10 ,n nH H
u C C u            (10) 

and here 4 10C C  are positive constants. 
(10) implies that  nu  is bounded in H  and there-

fore it has a subsequence, relabeled  nu , weakly con-
vergent in H  and strongly convergent in pL  
 *1 < 2 .p  Thus 

    , 0 as ,n nJ u J u u u n      

and 

     

   

2π

0
, , d

, , 0 as

u n u n

pqu n u n LL

V t u V t u u u t

V t u V t u u u n

  

     


 

    
     2π2

2
0

,

= , , d ,

n n

n u n u nL

J u J u u u

u u V t u V t u u u t

  

     
 

then we have 
2
2 0 as .n L

u u n     

by 
2 2 2

2 2=n n nL L
u u u u u u      

and 

2 0 as ,n L
u u n    

we get 

0 as .nu u n    

Step 2. Let 

   1 2= , = ,D u X u D u X u     

   3 4= , = ,D u X u D u X u     

It is easy to see that 1 4D D  are all open convex 

subsets of X , and 

1 2 1 2 3 2= , = ,D D A D D A       

3 4 3 4 1 4= , = .D D A D D A       

Since   ,   , we have 1 3 =D D  , 

2 4 =D D  . 
Hence  4

1iD  form a chain of rings. 
If 1Xu D , then u  . Condition (H2) implies that 

     
    

2 2

1 2

0

, ,

= , 0.

u u

uu

V t K V t u K u

V t u s u K I u ds

 

 

    

     
 

Note that    
12

2π2
2 0

= , d
d

K u k s u s s
dt


 
   
 

 , where 

 

  
 

  
 

cos π
,0 2π;

2 sin π
, =

cos
,0 2π.

2 sin π

h t s K
s t

K h K
k t s

h s t K
t s

K h K

  
  




     


 

Since  , > 0k t s , for any 0 , 2πt s  , we have 

    

12
2

2

2 2

=

, , 0.u u

d
A Au K

dt

V t K V t u K u



 


 

   
 

     

 

And by (H1) 

 

12
2

2

2
2 2

2

=

, 0.u

d
A K

dt

d
K V t K

dt

 

  


 

   
 
  
          

 

The maximum principle shows that A  . There-
fore Au   for all 1Xu D , that is 1Au D  for all 

1Xu D . Hence  1 1XA D D  . In a similar way, 
 X i iA D D  , for = 2,3,4i . 
Since 

 1 1 2= ,X X XA D D u X u       

 3 3 4= ,X X XA D D u X u       

and J  is bounded on a bounded set, we get 

   
1 2 3 4

> , and > .inf inf
X X X XD D D D

J u J u
 

   

From Lemma 5 and Remark 1, we know that J  has  

at least 
3

4 1 = 7
2
   critical points. 

Remark 3.1. If (H1) (H2) and the following condition 
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are satisfied. 
(H4) There exists 1 > 0R  and positively definite con-

stant matrixes A  and B  with =AB BA  such that 

  1, , , .N
uuV t u u R u R     A B  

Since =AB BA , there is an orthogonal matrix T  such 
that = TAT TBT  are simultaneously diagonal ma-
trixes. Let  1= , , Ndiag   TAT and =TBT  

 1, , Ndiag    and assume also that > 0i  for 
= 1, 2, ,i N  and that 

    2
=1 , = 0,1, 2, = .N

i i i n n     

Then (1) has at least seven periodic solutions. 
[1] shows  J u  satisfies the (PS) condition under 

(H4). From the proof of Theorem 1, we can get this con-
clusion. 
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