Proof of Ito’s Formula for Ito’s Process in Nonstandard Analysis
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Abstract
In our previous paper [1], we proposed a non-standardization of the concept of convolution in order to construct an extended Wiener measure using nonstandard analysis by E. Nelson [2]. In this paper, we consider Ito’s integral with respect to the extended Wiener measure and extend Ito’s formula for Ito’s process. Because of doing the extension of Ito’s formula, we could treat stochastic differential equations in the sense of nonstandard analysis. In this framework, we need the nonstandardization of convolution again. It was not yet proved in the last paper, therefore we shall provide the proof.
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1. Introduction
As for an analysis of stochastic differential equations driven by extended Wiener process in the sense of nonstandard analysis, we need to extend “Ito’s formula” for Wiener process or Ito’s process. In the previous paper, we extended a concept of convolution in Fourier series to the case of nonstandard analysis. According to the result, we shall extend some theorems in probability theory, for example, the law of large numbers and the central limit theorem, and shall reconstruct Ito’s formula by using nonstandard analysis. We shall give the proof of the reconstruction of Ito’s formula in the case that the convolution of probability density which functions in a nonstandard extension is convergent for some functional \( F(t, X(t)) \) of Ito’s process \( X(t) \). The problem was not solved still now.

If the convolution is not convergent, what kind of problem does it occur? In
Taylor expansion of \( F(t, X) \), the higher terms may not vanish. Then, Ito’s formula does not be established. As to what we shall give extended law of large numbers and extended central limit theorem, they will be provided precisely in the next paper.

2. Ito’s Integral for Extended Wiener Process in Nonstandard

In our previous paper [1], we showed that Fourier series can be described by the convolution in nonstandard analysis, then the series of i.i.d. random variables using Loeb measure [3] converges in \( L^2 \) sense under some moment condition. Therefore, the definition of stochastic integral in classical probability theory can be extended by the way of nonstandard analysis [4], [5].

Furthermore, we need to prove some laws of large numbers for i.i.d. random variables to show the convergence to a stochastic integral.

In fact, we use an extended concept of the convolution to investigate the expectation or the distribution of series of i.i.d. random variables for the nonstandardization of the law of large numbers.

In order to prove the convergence of sums of higher order of \( \Delta W_k \) such as \((\Delta W_k)^3, (\Delta W_k)^5, \ldots \) in the proof of Ito formula, we need to extend the law of large numbers for \( \Delta W_k \) in the sense of nonstandard.

From the above discussion, we shall define the stochastic integral in nonstandard analysis.

Let \( \Delta t \) be the infinitesimal and \( N = \frac{T}{\Delta t} \). The extended Winer process is defined as follows.

**Definition 2.1.** Let \( N_t = \frac{t}{\Delta t}, 0 \leq t \leq T \) and \( N = N_T \). Assume that a sequence of i.i.d. random variables \( \{\Delta W_k, k = 1, \ldots, N\} \) has the distribution

\[
P\{\Delta W_k = \sqrt{\Delta t}\} = P\{\Delta W_k = -\sqrt{\Delta t}\} = \frac{1}{2}
\]

for each \( k = 1, \ldots, N \). An extended Wiener process \( \{W(t), t \geq 0\} \) is defined by

\[
W(t) = \sum_{k=1}^{N} \Delta W_k, \quad 0 \leq t \leq T.
\]

Ito’s integral (stochastic integral) in the nonstandard sense is defined as follows.

**Definition 2.2.** Let \( \{W(t), 0 \leq t \leq T\} \) be an extended Wiener process. Assume that an adapted process \( \{\sigma(t), 0 \leq t \leq T\} \) with respect the Wiener process \( W(t) \) is defined by

\[
\sigma(t) = Y_k, \quad t_k \leq t < t_{k+1}, \quad k = 0, 1, \ldots, N,
\]

where \( t_k = k\Delta t, k = 0, 1, \ldots, N \) and each \( Y_k \) is measurable with respect to \( \{W(t), 0 \leq t \leq t_k\} \). Assume that

\[
E[Y_k^2] < \infty, \quad k \geq 1.
\]
A stochastic integral in nonstandard analysis is defined by
\[ \int_0^T \sigma(t) \, dW(t) = \sum_{k=1}^{N} Y_k \Delta W_k, \]
where \( Y_k \) is independent of \( \{ W(t), t \geq 0 \} \) \( \{ \Delta W_k, k = 1, \ldots, N \} \) is a sequence of i.i.d. random variables with the distribution
\[ P\{\Delta W_k = \sqrt{\Delta t}\} = P\{\Delta W_k = -\sqrt{\Delta t}\} = \frac{1}{2}. \]

Remark 1. In classical (standard) probability theory, Ito’s integral
\[ \int_0^T \sigma(t) \, dW(t) \]
is well defined under the condition of the existence of the variance of \( \sigma(t) \) for each \( 0 \leq t \leq T \). In nonstandard analysis, the convergence of the series in (5) may not be ensured. On the other hand, take note that we have already given some sufficient conditions for the convergence of the convolution in Fourier series. See [1].

3. Proof of Ito’s Formula for Extended Wiener Process in Nonstandard

From the concept of Ito’s integral for the extended Wiener process, we provide Ito’s formula for the extended Wiener process.

Theorem 3.1. Let \( F(t, x) \) be of \( C^3 \). Assume that the condition (4) is satisfied, then we have the following for the extended Wiener Process \( W(t) \).

For any \( T \geq 0 \),
\[ F(t, W(T)) = F(0, W(0)) + \int_0^T F_1(t, W(t)) \, dt \]
\[ + \int_0^T F_2(t, W(t)) \, dW(t) + \frac{1}{2} \int_0^T F_3(t, W(t)) \, dt. \]

Proof.
\[ F(t + \Delta t, W(t + \Delta t)) - F(t, W(t)) \]
\[ = F_1(t, W(t)) \Delta t + F_1(t, W(t)) (W(t + \Delta t) - W(t)) \]
\[ + \frac{1}{2} F_2(t, W(t)) (\Delta t)^2 + F_2(t, W(t)) (W(t + \Delta t) - W(t))^2 \]
\[ + \frac{1}{3!} F_3(t, W(t)) (\Delta t)^3 + F_3(t, W(t)) (W(t + \Delta t) - W(t))^3 \]
\[ + \frac{3}{3!} F_3(t, W(t)) (\Delta t)^2 (W(t + \Delta t) - W(t))^2 \]
\[ + \frac{3}{3!} F_3(t, W(t)) (W(t + \Delta t) - W(t))^3 + \cdots \]

Put
\[ N = \left[ \frac{T}{\Delta t} \right], \quad t_k = k \Delta t, \quad k = 0, 1, \ldots, N - 1, \]
\[ \Delta W_k = W(t_k) - W(t_{k-1}), \quad k = 0, 1, \ldots, N - 1 \]
and
\[ \Delta W_N = W(T) - W(t_{n-1}) \]
then,
\[
\begin{align*}
F(t, W(T)) &- F(0, W(0)) \\
= & \sum_{k=1}^{N} F_{t_k} (t_{k-1}, W(t_{k-1})) \Delta t + \sum_{k=1}^{N} F_{\sigma_k} (t_{k-1}, W(t_{k-1})) \Delta W_k \\
& + \frac{1}{2} \sum_{k=1}^{N} F_{\sigma_k} (t_{k-1}, W(t_{k-1})) (\Delta t)^2 + \frac{1}{2} \sum_{k=1}^{N} F_{\sigma_k} (t_{k-1}, W(t_{k-1})) (\Delta W_k)^2 \\
& + \frac{1}{3!} \sum_{k=1}^{N} F_{\sigma_k} (t_{k-1}, W(t_{k-1})) (\Delta W_k)^3 + \frac{3}{3!} \sum_{k=1}^{N} F_{\sigma_k} (t_{k-1}, W(t_{k-1})) (\Delta t)^2 (\Delta W_k) + \cdots \\
& + \frac{1}{3!} \sum_{k=1}^{N} F_{\nu_k} (t_{k-1}, W(t_{k-1})) (\Delta t)^3 + \frac{3}{3!} \sum_{k=1}^{N} F_{\nu_k} (t_{k-1}, W(t_{k-1})) (\Delta t)^2 (\Delta W_k) + \cdots \\
& = \int_{0}^{T} F_{t} (t, W(t)) \, dt + \int_{0}^{T} F_{\sigma} (t, W(t)) \, dW(t) \\
& + \frac{1}{2} \left[ \int_{0}^{T} F_{\sigma} (t, W(t)) \, dt \right] \Delta t + \left[ \int_{0}^{T} F_{\sigma} (t, W(t)) \, dW(t) \right] \Delta t \\
& + \frac{1}{2} \left[ \int_{0}^{T} F_{\nu} (t, W(t)) \, dt \right] \Delta t + \left[ \int_{0}^{T} F_{\nu} (t, W(t)) \, dW(t) \right] \Delta t \\
& + \frac{3}{3!} \Delta t \left[ \int_{0}^{T} F_{\nu} (t, W(t)) \, dt \right] + \frac{3}{3!} \Delta t \left[ \int_{0}^{T} F_{\nu} (t, W(t)) \, dW(t) \right] \\
& + \frac{1}{3!} \Delta t \left[ \int_{0}^{T} F_{\nu} (t, W(t)) \, dW(t) \right] + \cdots \\
& = \int_{0}^{T} F_{t} (t, W(t)) \, dt + \int_{0}^{T} F_{\sigma} (t, W(t)) \, dW(t) \\
& + \frac{1}{2} \int_{0}^{T} F_{\nu} (t, W(t)) \, dt \\
& \text{(9)}
\end{align*}
\]

4. Proof of Ito’s Formula for Ito’s Process in Nonstandard

Let \( X(t) \) be Ito’s process defined by
\[
X(t) = X_0 + \int_{0}^{t} b(s) \, ds + \int_{0}^{t} \sigma(s) \, dW(s), \quad 0 \leq t \leq T \tag{10}
\]
where \( b(s) \) and \( \sigma(s) \) are adapted processes with respect to a Wiener process \( W(t) \). Then, we have Ito’s formula for the Ito’s process.

**Theorem 4.1.** Let \( F(t,x) \) be of \( C^3 \), then we have the following. For any \( T \geq 0 \),
\[
F(t, X(T)) = F(0, X(0)) + \int_{0}^{T} F_{t} (t, X(t)) \, dt \\
+ \int_{0}^{T} F_{\sigma} (t, X(t)) \, dW(t) + \int_{0}^{T} F_{\nu} (t, X(t)) \, \sigma(t) \, dW(t) \\
+ \frac{1}{2} \int_{0}^{T} F_{\nu} (t, X(t)) \, \sigma(t)^2 \, dt. \tag{11}
\]

**Proof:** We provide the proof by using nonstandard analysis.

From the Taylor expansion for the two-dimensional function \( F(t, X(t)) \), we
have the following.
\[
F(t + \Delta t, X(t + \Delta t)) - F(t, X(t)) = F_t(t, X(t)) \Delta t + F_x(t, X(t)) \{ X(t + \Delta t) - X(t) \} \\
+ \frac{1}{2} F_{xx}(t, X(t)) (\Delta t)^2 + F_{xx}(t, X(t)) \{ X(t + \Delta t) - X(t) \} \\
+ \frac{1}{3!} F_{xxx}(t, X(t)) (\Delta t)^3 + \cdots
\]

In nonstandard analysis, we can represent the Ito’s process \( X(t) \) for the extended Wiener process by
\[
X(t) = X_0 + \int_0^t b(s) \, ds + \int_0^t \sigma(s) \, dW(s)
\]

where for infinitesimal \( \Delta t \)
\[
N = \left[ \frac{T}{\Delta t} \right], \quad t_k = k \Delta t, \quad k = 0, 1, \ldots, N
\]

and
\[
\Delta W_k = W(t_k) - W(t_{k-1}), \quad k = 0, 1, \ldots, N.
\]

Therefore, the difference of \( X(t) \) can be represented by the following,
\[
\Delta X_k = X(t_k) - X(t_{k-1}) = b(t_{k-1}) \Delta t + \sigma(t_{k-1}) \Delta W_k.
\]

On the other hand,
\[
(\Delta W_k)^n = (\Delta t)^n \quad a.s.
\]

for each \( n \geq 1 \) from (1).

Thus, we have the following.
\[
F(t, X(T)) - F(0, X(0)) = \sum_{k=1}^{N} F_t(t_k, X(t_k)) \Delta t + \sum_{k=1}^{N} F_x(t_k, X(t_k)) \Delta X_k \\
+ \frac{1}{2} \sum_{k=1}^{N} F_{xx}(t_k, X(t_k)) (\Delta t)^2 + \frac{1}{3!} \sum_{k=1}^{N} F_{xxx}(t_k, X(t_k)) (\Delta t)^3 + \cdots
\]

\[
= \sum_{k=1}^{N} F(t_k, X(t_k)) \Delta t
\]
Thus we prove Ito’s formula for the extended Ito’s process.

**Remark 2.** Let \( X_1, X_2, \ldots, X_n \) be independent random variables with density functions \( f_1, f_2, \ldots, f_n \), respectively. Then, the distribution of \( \sum_{k=1}^{n} X_k \) can be represented by convolution \( f_1 \ast f_2 \ast \cdots \ast f_n \). In standard analysis, for the Fourier transform of the convolution

\[
F(f_1 \ast f_2 \ast \cdots \ast f_n) = \prod_{k=1}^{n} F(f_k)
\]

is established, where \( F(f_k) \) is the Fourier transform of \( f_k \).

From our previous paper [1], the result can be extended in the sense of nonstandard. See pp.976. Therefore, it is applied for the extension of limit theorems as like central limit theorem, law of large numbers and so on.

**5. Conclusions**

In classical (standard) probability theory, the stochastic integral

\[
\int_0^T \sigma(t) \, dW(t)
\]

is defined under the condition of the existence of the variance of \( \sigma(t) \) for each \( 0 \leq t \leq T \). In nonstandard analysis, the convergence of the series in (5) is proved from the above arguments. On the proof of Ito’s formula, it can be applied for other estimations as the same way.

Furthermore, the proof of Ito’s formula in nonstandard analysis becomes simple rather than the proof in standard one.
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