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ABSTRACT 

In [1] and some following publications, Tadmor and Gelb took up a well known property of conjugate Fourier series in 
1-d, namely the property to detect jump discontinuities in given spectral data. In fact, this property of conjugate series is 
known for quite a long time. The research in papers around the year 1910 shows that there were also other means of 
detecting jumps observed and analysed. We review the classical results as well as the results of Gelb and Tadmor and 
demonstrate their discrete case using different estimates in all detail. It is worth noting that the techniques presented are 
not global but local techniques. Edges are a local phenomenon and can only be found appropriately by local means. 
Furthermore, applying a different approach in the proof of the main estimate leads to weaker preconditions in the dis-
crete case. Finally an outlook to a two-dimensional approach based on the work of Móricz, in which jumps in the mixed 
second derivative of a 2-d function are detected, is made. 
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1. Introduction 

In a series of papers, Gelb and Tadmor published a 
means of edge detection from spectral data of a given 
function, [1-3], see also the review essay [4]. The theory 
given is based on the work of Fejér and Lukács on the 
conjugate trigonometric series, see [5-7]. A trigonometric 
series given in the form 
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is known to be the real part of the complex power series 
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on the unit circle ie xz  . Taking the imaginary part of 
this power series results in the conjugate trigonometric 
series 
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Note that often  is called the conjugate series. S 
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     (1.2) 

For purposes of numerical analysis we are not con-
cerned with trigonometric series but with the partial sums 
of them, 
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as with the partial sums of the conjugate series, 
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For sake of reference we note that the partial sums 
mentioned can be rewritten as convolutions 
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of f  with the Dirichlet kernels 
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The main result exploited by Gelb and Tadmor from 
the works of Fejér and Lukács cited above is summarized 
in Theorem II.8.13 of [8]. We consider a periodic func- 
tion f  which is smooth except at one point 0x  where 
it is assumed that there is a jump discontinuity. Then the 
Theorem says that if  exists and if the height 
of the jump is 

 0 0f x  
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This property of the conjugate trigonomteric series is 
called the concentration property. Hence, the conjugate 
series is an indicator for a jump discontinuity which can  

be recovered by     0log NS x f x
N


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0 . The Gelb-  

Tadmor theory exploits this property. As was shown in 
[1], if  is a -periodic piecewise smooth function 
with a single simple jump of height 
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where 
0x  denotes the Dirac distribution located at 0x . 

As convergence is really slow Gelb and Tadmor devel-
oped so-called concentration factors   so that finally 
they arrive at a concentrated conjugate partial sum 
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which directly leads to generalised conjugate kernels 
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with similar properties as the conjugated Dirichlet kernel. 
Given an admissible kernel (see Def. 1) they proved fol-
lowing theorem. 

Theorem 1 (The Concentration Property) Let f(x) be 
a piecewise smooth function and J   denotes the set 
of its jump discontinuities. Consider the generalised con- 
jugate partial sum 
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where NK  is an admissible kernel. Then 
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With the help of this theorem Gelb and Tadmor were 
able to investigate the concentration factors in detail, in 
other words, they studied the conditions on the contration 
factor   for NK  being an admissible kernel. They 
analysed the case of   being a continuous function and 
extended their results to the discrete case by constructing 
discrete concentration factors   from the continuous 
ones. In this paper, the discrete factor is reformulated 
(Section 1.3.1) and a direct proof for the discrete concen-
tration property is given using weaker preconditions 
(Section 1.3.2). Beforehand, some of the main classical 
results are reviewed (Section 1.2). Furthermore, an op-
portunity of generalising to the full 2-d case which was 
investigated by Móricz [9] is presented in Section 1.4. 

Our main motivation for studying these edge detectors 
is not in image processing but in steering the spectral 
viscosity filter in spectral difference and spectral Discon-
tinuous Galerkin methods for the numerical solution of 
hyperbolic conservation laws, cp. [10], and this was in-
deed also the background motivating Gelb and Tadmor 
to start their studies. In order to solve hyperbolic conser-
vation laws with high-order spectral methods efficiently 
a knowledge of the loci of the discontinuities in the solu-
tion is essential. 

2. A Review of Classical Results 

Although Gelb and Tadmor took up only Theorem 
II.8.13 of [8] it turns out that much more techniques to 
detect jump discontinuities and their heights are to be 
found in the classical literature. In the following we 
briefly discuss the main results of three papers [5-7]. 

Let us start with the oldest of our choice of papers, [5], 
written by Fejér in 1913. Fejér started from a classical 
theorem by Dirichlet: If a function1  : 0,2f   R  
obeys the Dirichlet conditions, i.e. if f  is continuous 
and monotone on finitely many subintervals of  0,2  
and finitely many discontinuities are of the first kind 

1Although we consider Fourier series on  ,   we have given the 

results of Fejér here as they appear in [5] on  0, 2 . 
nK t
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(meaning the existence of right- and left-sided limits), 
see [11, p.226], then the Fourier series of f  converges 
pointwise to  f x  if x  is a point of continuity, and to 

   0 00 0

2

f x f x  
 

at a point 0x  of discontinuity. Fejér asks if there is a 
comparably simple limit process with which it would be 
possible to compute the right- and left-sided limits 

0  and  itself and hence the height 
of the jump which is simply . In 
[5] he gives several positive answers to this question. 
The first of his results can be stated as follows, see [5, 
p.177]. 
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Theorem 2 (Fejér 1913) Let f  be a function obey- 
ing the Dirichlet conditions and 0x  a point of a jump 
discontinuity of f . If g denotes the smallest (in fact: any) 
positive root of the transcendent equation 
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converges to      0 0x f x f x   00 0f . 
In fact, this theorem can be generalised to the follow-

ing form, [5, p.178]. 
Theorem 3 (Fejér 1913) Let   and   be any 

positive numbers and 1  . Under the assumptions of 
Theorem 2 it follows that the sequence 
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It was well known in Fejér’s days (and, in fact, proven 
by Fejér himself earlier) that the sequence of arithmetic 
means defined by 
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ditions on f . Fejér argues that it might be possible to 

also extract the jump height at a discontinuity of the first 
kind from the sequence of arithmetic means. In fact, he 
was able to prove the following result, [5, p.179]. 

Theorem 4 (Fejér 1913) Let   and   be any posi- 
tive numbers and 1  . Then the sequence 
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converges to      0 0 00 0f x f x f x     . 
Fejér then turns to exploit the conjugate Fourier series 

for the computation of the jump height. Note that Fejér 
considers  S x   as conjugate series in contrast to (1.1) 
so that a minus sign has to be included if we compare to 
Gelb and Tadmor’s results. He notices that even for a 
function obeying the Dirichlet conditions the conjugate 
Fourier series need not be convergent (Fejér calls it 
“eigentlich divergent” meaning “intrinsically divergent”).  

This can be seen from    
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 . On  0,2  the  

point 0 0x   is a point of a jump discontinuity of the 
first kind. However, the conjugate series evaluated at 0x  
obviously gives the harmonic series. 

However, Fejér was able to come up with universal 
convergence factors (therebye anticipating Gelb’s and 
Tadmor’s concentration factors) and to prove the fol-
lowing theorem, [5, p.183]. 

Theorem 5 (Fejér 1913) Under the Dirichlet con- 
ditions on f  it holds 
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where g  again is the smallest positive solution of (1.8). 
In points of smoothness of f  this limit gives zero. 

Hence, if one already got hold of 
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Fejér also investigated another method to compute the 
jump height [5, p.186f]. 

Theorem 6 (Fejér 1913) If f obeys the Dirichlet con- 
ditions and if f   is a function of bounded variation on 
 0,2 , then 
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
on  0, 2  and 2 -periodic and if the limit 
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 At points of continuity of f  this limit again gives 

zero. 
While he showed in [5] that a Fourier series of a func-

tion f  obeying the Dirichlet condition converges 
pointwise, the conjugate series fails to converge in gen-
eral. In [6, p.56] he extended this result and gave neces-
sary conditions for the convergence of the conjugate se-
ries. 

Note that this theorem gives nothing but (1.5). 

3. The Concentration Property in the 
Discrete Case 

In contrast to [1] we do not employ discrete Fourier se-
ries beforehand but discretise the Fourier coefficients by 
means of a quadrature rule and truncate the Fourier series. 
In order to compute the coefficients (1.2) the intervall 
 ,   is divided into 1I   subintervals of length 

Theorem 7 (Fejér 1914) If a trigonometric series con- 
verges uniformly in  0, 2 , then the conjugate series 
converges almost everywhere, i.e. with the exception of a 
set of measure zero. 
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 Fejér’s ideas were taken up by Ferenc (Franz) Lukács, 

who died prematurely in 1918, in his paper [7] submitted 
in 1916 but published in 1920 (apparently delayed due to 
the first world war). Lukács was able to release Fejér’s 
assumption that f  itself is a function of bounded varia-
tion2 and to prove the following theorem [7, p.108]. 

each. The grid points are given by 
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and applying the composite trapezoidal rule results in the 
formulae (for 1, ,n N  ) Theorem 8 (Lukács 1920) If f is Lebesgue-integrable  
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It is as obvious as important an observation that in the 

discrete case the data consists of jumps from grid point to 
grid point. The jumps of order  are acceptable, 
but the  jumps indicate a jump discontinuity in the 

underlying function 
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Unfortunetely, the convergence rate is very slow, 

which can be seen in Figure 1 based on example 3.1. To 
remedy this fact Gelb and Tadmor developed their theory 
of concentration factors by investigating the concentrated 
or generalised conjugated Fourier partial sum given in eq. 
(1.6), using, for example, the simplest continuous con-
centration factor 

In the discrete case the continuous function   is not 
sufficient to be a concentration factor since discrete data 
is pestered with jumps by the sheer nature of discrete 
data. Instead of using the continuous function   alone 
one has to use a product of   with the coefficient  
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2
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2We have already tacitly not mentioned this assumption in the discussion of [5]. 
3Note that the minus sign is absent in [7] since Lukács—as Fejér—considers to be the conjugate series.  S x   
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Note that in this paper we follow the notational con-
ventions of Gelb and Tadmor [1]. The function   is 
continuous and hence a continuous concentration factor. 
The notation   is used for the discrete concentration 
factors. A discrete concentration factor is the product of a 
continuous one --   -- and the factor 



 which we 
already described above. As will be shown in Theorem 9, 
if the continuous concentration factor x  satisfies 
the concentration property, so do all discrete concentra-
tion factors of the form 
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       
   

 n 
           (1.9) 

and vice versa. 
Example 3.1 We consider a test function taken from 

[1], namely 

 
sin , if 0,

2:
3

sin , if 0
2

x
x

f x
x

x

           


 

on  ,  . Note that f  exhibits exactly one disconti-
nuity of the first kind at 0x  . We first compute the 
Fourier series of f  and the conjugate series without 
using a concentration kernel. In order to avoid interfer-
ence from quadrature errors we always choose 201I  . 
In Figure 1 the Fourier partial sum of f  and the cor-
responding conjugate sum for  can be seen. It 
can be clearly observed that although the conjugate series 
in fact detects a jump ‘down’ of height approx. 2 the 
resolution is quite bad in that the values of the conjugate 
partial sum away from the discontinuity are not close to 
zero. Applying the simplest discrete concentration factor  

40N

leads to the conjugated partial sum 

           

    

1
1

1

1

sin cos

2
sin sin cos ,

2

N

N n n
n

N

n n
n

n
S x a nx b nx

N

nh
a nx b nx

hN








   
 


  







 

with significantly better concentration rates as can be 
seen in Figure 2. 

3.1. Discrete Admissible Concetration Factors 

To prove the concentration property for factors   in the 
discrete case in detail, we start with the definition of an 
admissible kernel taken directly from [1]. 

Definition 1 (Admissible Kernels) A conjugate kernel 

NK  is called admissible if it satisfies the following four 
properties: 

(1)  is odd,NK


(2)  
0

lim d 1,N
N

K x x


    

(3)      

1
cos

2
,

2 sin 2N N

N x

K x C R x
x

        


   

1 const,N L
R   

(4)  
0

0 : lim 0.sup N
N x

R x



  

    

We call a bounded concentration factor n  admissi-  

ble, if    
1

sinn
N

N n
n

K t 


  nt  is an admissible kernel. 

Inserting  n
NK x  in the definition of an admissible  

kernel gives following equivalent conditions in terms of 

n : 

(2’)   
1

lim 1 1 ,
N

nn

N n n


 

      
   

 

-4 -3 -2 -1 0 1 2 3 4
-1.5 

-1 

-0.5 

0 

0.5 

1 

1.5 
 

  -4 -3 -2 -1 0 1 2 3 4

-1.5

-1

-0.5

0

0.5

1

-2.5

-2

 

 

Figure 1. Fourier series (left) and conjugated series (right) for example 3.1. 
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-2 
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-1.5

-1

-0.5

0

0.5

-2

 

 

Figure 2. Conjugate series for example 3.1 with simple concentration factor using N = 40 (left) resp. N = 80 (right). 
 

(3’)      

1
cos

2
,

2 sin 2
n n

N N

N x

K t C R x
x



        


    

 
1

const,n
N

N

R x


   

(4’)  
0

0 : lim 0.sup n
N

N x

R x




  
    

We will now prove the following theorem in detail 
(see [1] where it first appeared). 

Theorem 9 If the continuous concentration factor   

satisfies the concentration property, then the generalised 
discrete conjugated Fourier partial sum with the factor 

 
2sin

2
:

nh
n n

n
N N nh

   

 
              

     
 n

N
 

satisfies also the concentration property. 
Proof 1 We have to investigate the generalised con- 

jugate partial sum (1.6) and the discrete Fourier coe- 
fficients n  and nb . In using the -periodicity of a 2 f  
and by summation by parts we get 

 

           

        

                

        

2

1

1 1

1 1

1 1

1 1

2

1
1 1 1

1 1
cos cos cos

2 2

cos cos

cos cos sin sin 1 cos

1 cos

I

n i i
i

I I

i i i
i i

I I
n

i i
i i

I i I
n

i i
i l i

h
a f n f n f x nx

h h
f x nx f x n ih

h h
f x n nih n nih f x nih

h
nhl f x f x





 

 

 

 




  

           

   
 

       
 

          



 

 

   

        

 

1

1

2

1 1
1

2

1

cos

1 1
sin sin

1 2 21 1

2 2
2sin 2sin

2 2

1
sin

1 2

I

n
I

i i I
i

n
I

i

nhi f x

nh i nh I
h

f x f x f x
nh nh

nh i
h







 






  
  

  
                                   
        
       

        

       










      

      

1 1

2

1 1
1

1
sin

2

2sin 2sin
2 2

1
.

2

i i I

I

i i I
i

nh I

f x f x f x
nh nh

f x f x f x

 



 


                
     
     

     

     

 



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Now the mid-term  1

1
sin

2

2sin
2

I

nh I

f x
nh 

      
 
 
 

  is moved into the first sum and telescoping of the last sum yields 

 

       
1 2

1 1
1 1

1 1
sin sin

1 2 2 1
.

2
2sin 2sin

2 2

n
I I

n i
i i

nh i nh i
h

a f x f x
nh nh

 


 

                        
     

        

  i f x  

 

Next we expand  1

1

2
f x  by sin

2

h
n


 


  and recognize the fact  by periodicity of the function )(=)( 1 Ixfxf f  

and 
 

 

   

1 2 1
sin sin 1

2 1 2

1 1
sin cos 2 sin 2 cos sin ,

2 2

nh I n I nh
I

nh n n nh nh

                
              
     

1

2

 

 
and we get 
 

       
1 2

1
1 1

1 1
sin sin sin

1 2 2
.

2sin 2sin 2sin
2 2 2

n
I I

n i i
i i

nh i nh i nh I
h

a f x f x
nh nh nh

 


 

                                      
       

            

 

1

2
If x  

 
Finally 

 

   

 

1 1

1
1 1

1 1
1 1

2 2

1 1

1 1
sin sin

2 2

2sin 2sin
2 2

sin sin

2sin 2sin
2

I I

n i
i i

I Ii i

i
i i

n h i n h i
h

a f x
nh nh

nx nx
h

f x
nh

 


 

  

 

                                        
    

     

   
      
    

  
 
 

 

 

if x

 

   

1

1

1 1
1 2

2

sin .
2 sin

2

i

I

i i
ii

f x
nh

h
nx f x f x

nh








 
 
 
    

   
 

           
 



 

 

Note that 1

2
i

x


 denotes the midpoint of the cell  1,i ix x   which encloses the discontinuity at x  . In complete 

analogy we find 
 

   
1

1 1
1 2

cos .
2 sin

2

I

n i
ii

h
b nx f x

nh






 
if x           

 

  
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Turning to the discrete conjugate Fourier partial sum (1.6) and inserting the expressions for  and  as derived 
above, this yields for  

na nb

1,i ix x x
  

   
 

      

        

1

1 1
1 2 2

sin cos

sin sin cos cos .
2 sin

2

N

N n n
n

N

i in

n
S x a nx b nx

N

n h
f nx nx nx nx h

nhN  

 

 



 

   
 

                           
 



 



 

 
By employing the formulae 

 

  1 1

2 2

1
sin sin cos cos

2i i
nx nx nx nx nx nx

  

     
                  

1

2
i 





 

and 

  1 1

2 2

1
cos cos cos cos

2i i
nx nx nx nx nx nx

  

     
                  

1

2
i 





 

it follows 

    

 

  

1 1
1 2 2

1 1

2 2

1
1 2

1
cos cos

2
2 sin

2

cos cos

cos
2 sin

2

N

N
i in

i i

N

in

n h
S x f nx nx nx nx

nhN

nx nx nx nx h

n h
f n x x

nhN

 

 



  

 

 

 



                        
 

   
             

               
 









 .h

  

 






 

 

Inserting  n n
n

N N
         
   

  with  
2sin

2

nh

n
nh



 
 
  , we get 

 

      1
1 2

1
cos .

N

N
in

n
S x f n x x h

N n 

  


                
   

 
Since   is admissible, we can now use the concen-

tration property in the continuous case shown in [1] 
which states 

    
1

cos ,
N N

n

n

n x x
n


  





  
  

thus       N
NS x f x   . 

3.2. Proof of the Discrete Concentration 
Property 

Gelb and Tadmor proved in [1] that the concentration 

property holds in the discrete case if the discrete concen-
tration factors are related to continuous ones as in eq. 
(1.9). Furthermore, they deduced certain conditions for a 

 2 0,1C  discrete concentration function   to be ad-
missible from the continuous case, see theorem 4.2 in [1]. 
We will show that this result can be generalised to 

 1 0,1C  functions   by proving the discrete case di-
rectly and using different estimates as in the following 
theorem. 

Theorem 10 Consider a  1 0,1C  discrete concen-  
1 1

Const
logN N

  tration function  such that   
 

.  
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Then the factors 
n

N
 
   are ad -  
 

missible and the con

tisfiedcentration property is sa , 

       ,N JS x f x   

if the following conditions are met: 

   1

2
11

d 1,
2sin

N

n

x
x





0.

2

N
N

N

n Nx

n

 


   

The main part of the proof is to show that the ass ci-  o

ated conjugated kernel NK  is admissible. We will 
prove two useful lemmata beforehand. 

Lemma 1 Assume that the concentration function 
 1 0,1C   satisfies 

   1

2
11

d 1,
2sin

2

N
N N

n

N

n Nx
x

x n

  



0. 


  

Then property (2’) and hence (2) hold. 

Proof 2 Let :j

j
x

N
 . By continuity, 

 

 
     

2 1

2 1d
jx

j

x 2 1

2 1 2 1

1 1
d .

2sin 2 2sin 2

j

j j

x

x x

x x








   x
x N x



 

      
  

 
By summing such terms we get 

 

 
 

 
 

 
 

 

 

2 1

2 1

2 1

2 1

11 2

11
1

2

2

2 1
1

2
2 1 2 1

2 1
1

: d d d
2sin 2 2sin 2 2sin 2

1 1
d

2sin
2

1 1
log tan log tan

4 4

j

j

j

j

N
x N

j Nx
N

N
x

j
j x

N

j j
j

j

x x x
I x x x

x x x

x x
xN

x x
x

N

  





















 





  

 
             
 

                      

  

 





 .

 

 
 
  

 

 

Employing the series expansion of  
2 2

4
2

log tan log log
4 4 48 j

j j
j x

N N N

        
 

  we arrive at 

 

 
22

2 1 2 2
2 1 2 1 2 1

1 2 1

1 1
log

48

N

j
j j j

j j

x
I x x x

N x
 

  
 

                      
   

 
and by the series expansion of the logarithm it follows 
 

 
21
N

2 1 2 2
1

1 2 1 1
.

2 1j
j

I x
N j j N

 


       
 

              
     

 
An index transformation and expansion yields 

 

 
 2 2 1

2
1 1

1 l
1 1

N
N

jj

j
j j

og
.

x NN
I c

j Nj

 

 


                    

      

    

 
Hence, the result is proven. 

j
    
    
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Lemma 2 Consider the conjugate kernel 
 

   1

1
sin

N

N n

n
K t n

N
 



     
 , t

 
ith concentration function  1 0,1 .C   w Then the following estimate holds: 

 

     
 

 
0,1
x

2

1
cos

1 1 12
1 ma .

2 sin sin
2 2

N N
x

N t
R t K t x

t t N t
N

    


                 
 

   

Proof 3 Let 

 

n

n
x

N
 . First, summation by parts yields 

 

   

          

1
2

1
1

2
1

12 n 1 1

: 4sin sin
2

4sin sin 1 sin .

N

n
n

N n N

n n
k n

t
I x nt

t
x x kt nt



  






 

   
 

           



  
 

 
For the following calculation, we use 

  

 

 
1

1
2sin sin cos cos

2 2

N

n

t t
nt N t



               
      

  
2

 

to get 
 

        

    

1

2sin 2sin
Nt

x 
    1 1
1 1

1

1
1

1
sin 2 1 sin cos cos

2 2 2 2 2

1
2sin cos cos 2sin cos

2 2 2 2 2

n

n n
n k

N

n n
n

t t t
I x kt N t

t t t t
x x n t



 


 






                       
           

                           
           

    

         

   

1 1

1 1
1 1

1
1 2 1 sin cos

2 2

1
2sin cos cos

2 2 2

1
2sin cos 1 2sin cos 1 .

2 2 2 2

N N

n n n n
n n

t
N t

t t
x x x x n t

t t t
N t

 

   

 

 

 
 

         
    

                  
       

                  
        

 
 

 

Using     1
2cos sin sin 1 sin

2 2

t
n t n t nt

           
    

 and the telescoping sum of    1i i x x    it follows 

 

               

   

          

   

1

1 1 1
1

1

1
1

1

2sin cos 1 sin 1 sin
2 2

1
2sin cos 1 2 1 sin cos

2 2 2 2

sin 1 sin

2sin cos 2 1 sin cos
2 2 2

N

n n
n

N

n n
n

t t
I x x x n t nt

t t t
N t

x x n t nt

t t t
x N

   

 

 

 











            
   

                  
    

   

           
     





   

:

1
.

2

A

t



    
  


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Once again summation by parts yields 
 

              

          

            

      

           

2

1 1 2 1
1 1

1

1
1

2

1 2 1
1

1

2

2 1
1

sin 1 sin

sin 1 sin 1

sin 1 sin

1 sin

2 sin 1 1

N n

n n n n
n k

N

N
n

N

n n n n
n

N

N

n n n
n

I x x x x k t kt

n t nt x A

x x x x n t t

Nt x t A

x x x n t x

   

 

   

 

    



  
 








  






 


       
 

      
 

     

  

      

 





   

                

    11 sinNx   

          

              

1

2 1 1 1

1 1

2

2 1 2 1
1

sin

sin 1 sin 1 sin

1
2sin cos 2sin cos 1 1 sin

2 2 2 2

sin 2 sin 1 .

N

N N

N

N

n n n
n

t

x x t x Nt x t A

t t t
x N t x N

x x t x x x n t

     

   

    



 





 


      

                  
       

     

 

t

 
We arrive at the following result 

 

       

           

         

1
21

1 2 1

2

2 1
1

1 1
sin 2sin cos 2sin cos 1

2 2 2 24sin
2

1 sin sin

2 sin 1

N

n
n

N

N

n n n
n

t t t
x nt x N t

t

x Nt x x t

x x x n t

  

   

  







 


                   
       

   

    






 

 
and hence 
 

     

        

              

1 1
2

2

2 1 2 1
1

1
cos

2
1

2 sin
2

1
2sin cos 1 sin

2 24 sin
2

sin 2 sin 1 .

N N

N

N

n n n
n

N t
R t K t

t

t t
x x Nt

t

x x t x x x n t

  

  

    





 


  
  

   
 

           
   

      




 

 

 
Now we use the identity 

 

1             
2

2 1 1 2
1

2
N

n n n N N
n

x x x x x x      


  


       x

 
to estimate  as follows:  NR t
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          

              

           

      

1 1
2

2

2 1 2 1
1

1 2 1 2 1
2

1

1
2 sin cos 1 sin

2 2
4 sin

2

sin 2 sin 1

1
1 sin

4 sin
2

cos
12

1 .
2 sin

2

N N

N

n n n
n

N

N

t t
R t x x Nt

t

sin

x x t x x x n t

x x x x x t
t

t

Nt x
t N

   

    

     

  





 






           
   


      



      


 
             
 





 

 



With 
cos cot 12

:t
 
  20,

2
2 sin

2

t t

t t

 

   
   
 

, and with the mean value theorem, 

 

 
 

 
 

 
 

 

 
 

0,1 0,1 0,12

0,12

1 2 1 1 1
max max max

4 sin
2

1 1 1 1
max .

sin
2

NR t
t N N N t

t N t N



  



      

  

  



         

          

 1

N
 
 
 

 
The required result is hence proven. 
We can now show that our main Theorem 10 holds. 
Proof 4 (Proof: of Theorem 10) It is sufficient to 

rove that 

 

is an admissible kernel. Then, by Theorem 

1, it follows that  NS x
 directly y
spectively. The
w form LMK  p

 satisfies the concentration 
property. Lemma 1 ields the required properties 
(2) and (2’), re  remaining properties 
(3’) and (4’) follo emma 2. We have for (3’): 

 

   
 

 
 

 
 

   
 

 

0,1

2 21 1 1 1

0,1 0,1

1

1
max

1 1
d d d

sin sin
2 2

1 11
max 2cot max

22cot log log log log .
2

x x

N

N N N N

x x

N

x x N
R t t t

t tN t N tN

x xN Nt NN N
N N



 


  

  
 


 

                 
 

   
    

                

   
 

 

Using 

0,1
max

1 1
dt t

  

N  leads to  
1

d ConstN

N

R t t



1 Cons

logN N
    
 

t
 and 

2
2

1
sin

2
N

N




 for all N   and so (3’) is 

sa

 

tisfied. 
It remains to prove (4’). We have 

   
     0,1 0,1

2 20 0

1 1 1 1
0 : 0 lim lim lim 0.sup sup

sin sin
2 2

x x

N
N N Nt t

R t
t N t NN N



 
   

 

     

                      
   

 
max maxx x         
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In the last step we used the fact that 
1 Cons

logN N
    
 

t
.  

Hence we have shown (2’)-(4’) and thereby demon-
strated that MK  is an admissible kernel which finishes 
the proof. 

4. Outlook: Extension to 2D 

To treat the 2D case we now consider the square 
  2

1 2: , , 1iQ x x x i        Rx , 2  and a 2 - 
o-periodic function . The Fourier series ass  

ciated with 
 :f Q  R

f  is then given as 
 

       
       

, , 1 2 , 1 2
0 0

, 1 2 , 1 2

cos cos sin cos

cos sin sin sin

m n m n m n
m n

m n m n

f a mx nx b mx nx

c mx nx d mx nx


 

 



 

x
                   (1.10) 

 
where 

, : 1 2; 0, 0 orm n m n m n   

1 4; 0

0, 0.

1; 0, 0

m n

m n

 
 

  

 

As in the one-dimensional case there is a complex 
form given by 

w

   1 2i
, e mx nx

m n
m n

f c
 



 
 x  

here 

   1 2i
,

1
: e , , 0, 1, 2, .

4
mx nx

m n Q
c f m n    

  x  

Howeve

2

r, unlike in the one-dimensional case, a con-
gate Fourier series in two dimensions can not be de-

rived from a complex power series on a polydisc, cp. 
[12]. Hence, one can derive only formally three different 
conjugate series, namely 

1) conjugation w.r.t. the first variable 

2) conjugation w.r.t. the second variable 

cp. [13]. The conjugation w.r.t. one variable is a 
-forward extension of the one-dimensional case 

and has been covered for example in [3] both for the 
classical and generalised concentrated approach. We will 
now consider partial sums of the conjugate series w.r.t. 
bo

ju

   1 2i
,i sgn e ,mx nx

m n
m n

m c 

 


Z Z

 

   1 2i
,i sgn e ,mx nx

m n
m n

n c 

 


Z Z

 

3) conjugation w.r.t. both variables 

      1 2i
1 2, : i sgn isgn e ,mx nx

m n
m n

S x x m n c 

 

  
Z Z

  ,

straight

th variables and thus define 

 
    1 2

, 1 2

i
,

,

: i sgn isgn e .

M N

mx nx
m n

m M n N

S x x

m n c 

 

   


   (1.11) 

Much can be said about conjugate Fourier series in 

multiple space dimensions and the interested reader is 
referred to [12-17]. The two formal conjugate series’ for 
each of the single variables are of no interest to us but we 
can easily see from these that the complex form of the 
one-dimensional conjugate series is 

    ii sgn e mx
m

m

S x m c


 
Z

  

with 

  i1
: e

2
mt

mc f t
 




  d .t  

only interested l
 celebrate

01) Let 

We are  in the main resu t of [9] where 
Móricz extends the d result Theorem 8 to dou-
ble series. 

Theorem 11 (Móricz 20  1f L Q , 
 1 2,x x Q , and 

  

 
 

1 2, 1 2

1 1 2 2

1 1 2 2

1 1 2

; , : ,

,

,

, .

x x 
 

1 1 2 2

2

f h h f x h x h

f x h x h

f x h x h

f x h x h

   

  

  

  

 

If there exists a number  such that  
1 2,x xd f

   1 2 ; ,
k k

f h h d f 
1 2 1 2

1 2

, 1 2 , 1 20 0

, 0 1 2

d d
lim 0

x x x x

k k

h h

k k
 

 

an  d if there is a constant C  such that

   
 

1 2

1 2 1 2, 1 2 , 10 0 2; , d d

min ,

k k

x x x xf

1 2

h h d f h h

C k k

 


   

where 1 20 ,k k   , then 

 
  

 
1 2,, 1 2

2,

,
lim .

log log
x xM N

M N

d fS x x

M N





 

As is well known from finite difference calculus, 

    ,  1 2
2

, 1 2 2 2
1 2

1 2

; ,1
,

4
x x f h hf

h h
x y h h

 
      



and so we may conclude that the partial sums of the con-

Open Access                                                                                             AM 



P. ÖFFNER  ET  AL. 14 

jugate Fourier series ,M NS  w.r.t. both variables 1 2,x x  
gives rise to an indicator of the jump in the mixed de-
rivative, namely  

1 2,x xd f . Some approaches of this 
fully 2D edge detection using generalised conjugated 
partial sums are covered in [10] and would go beyond the 
scope of this paper. In summary, these ge eralised sums 
yield much better results that the classica  and thus 

uccessfully used for enhanced edge detection. 

5. Conclusion 

Summarizing this work we have first given a review of 
bo

deas proposed by Gelb and Tadmor [1] of 
ac ntration 
kernels giv ormous improvement in the 1-d case. 
We have proven their main result for the discrete case in 
every detail using different estimates and techniques and 
thus have extended it to - instead of -f ctions as 
concentration factors. Fu ermore, t oncentration 
property for discrete concentration factors was proven 
with different techniques. 

se when t  is con-
sidered. Since the expansion of the conjugated partial 
sum is not unique, there are three different approaches, in 
which two of them (the pseudo-2-d case) have been c -
ered by Gelb and Tadmor [3]. The fully 2-d case was 

 classical conju-
gated sum. It is an interesting question how generalised 
2-d conjugated partial sums would behave if t  we
considered. Another field of future interest is the accu-

fficiency of e ensions of the edge detection 
re to differe rical methods for hyper

conservation laws as the Discontinuous Galerkin or 
Spectral Difference approach including nume cal tests. 
Some of these topics have been covered in [10], but most 
pa
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