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Abstract 
Trends in rainy/non-rainy days are investigated using the Mann-Kendall non-parametric test at 
249 weather station sites of North Carolina, United States. Sen-Slope method has been applied to 
predict the trend magnitude. Inverse distance weighing interpolation technique is adopted to 
represent the spatial distribution of trend magnitude across the North Carolina. Quality controlled 
daily precipitation data sets from 1950 to 2009 have been used to analyze. The double-mass curve 
and autocorrelation were adopted to analyze the precipitation time series of each station to check 
the consistency and homogeneity. Standard Precipitation Index (SPI) has also been discussed for 
the study area. It is found in North Carolina that a number of rainy day trends are increasing both 
spatially and temporally. Eastern part of North Carolina shows the significant increasing rainy day 
trends. Trend significance has been checked at 1% and 5% significance level. Recent decades 
show the high SPI in both the extent of wetness and dryness. 
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1. Introduction 
Trends in precipitation have been observed for last one century in many parts of the globe. Over this period, 
precipitation increased significantly in eastern parts of North and South America [1]. Increasing intensity of pre-
cipitations in terms of number of rainy and/or non-rainy days is of great concern by the climate change re-
searchers throughout the world. An increase in precipitation will lead to prolonged, either droughts or floods. 
Karl and Knight [2] showed statistically significant precipitation increase (greater than 50 mm per day) in the 
United States. Over the last several decades, the total precipitation has increased across the United States [3] [4]. 
Using Climate Division database, Keim and Fischer[5] found an increasing precipitation over time in the United 
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States. Small et al. [4] found large increment of precipitation in the eastern United States. A recent study by 
Sayemuzzaman and Jha [6] shows the statewide increasing precipitation in North Carolina for all the seasons 
and annual time scale except winter. However, they have not shown the rainy/non-rainy day trend pattern as 
well the extent of precipitation in terms of Standard Precipitation Index (SPI). 

This study analyzes the spatial and temporal rainy/non-rainy day trend in annual scale for North Carolina in 
the period of 1950-2009. The non-parametric Mann-Kendall (MK) test and Sen-Slope (SS) were applied to de-
tect the trend significance and slope, respectively. 

2. Data and Methodology 
2.1. Regional Setting and Data Sets 
This study is carried out for the state of North Carolina which is located in Eastern part of the United States 
(75˚30' - 84˚15'W, 34˚ - 36˚21'N) (see Figure 1), covers an area of approximately 136,399 km2. North Carolina 
exhibits one of the most complex climates in the United States for its variant topographic features that range 
from 46 m from the eastern coastal area to the western mountain area of 1829 m height [7]. The southwestern 
North Carolina is the rainiest in the eastern United States, receives 2286 mm of rainfall annually because south-
erly winds are forced upward in passing over the mountain barrier whereas less than 80 km from this region to 
the north, in the valley of the French Broad river, surrounded by mountain ranges on all sides, is the driest point 
south of Virginia and east of the Mississippi river [7]. These altitude variation features and anomalous precipita-
tion in some portion across North Carolina produces zonal temperature trend variations [8]. 

Precipitation from the 249 stations across North Carolina was analyzed for the period of 1950-2009. The data 
sets were obtained from the United States Department of Agriculture-Agriculture Research Service (USDA- 
ARS) [9], which were originally facilitated by National Oceanic and Atmospheric Administration (NOAA). 
Daily values were averaged to obtain annual precipitation for each of the 249 stations. The double-mass curve 
and autocorrelation was adopted to analyze the precipitation time series of each station to check the consistency 
and homogeneity [10]. Double-mass curve analysis is a graphical method for checking consistency of a hydro-
logical record. It is considered to be an essential tool before taking it for further analysis. Inconsistencies in hy-
drological or meteorological data recording may occur due to various reasons, such as: changes in observation 
procedures, instrumentation, or changes in gauge location or surrounding conditions [11]. 

Surface interpolation technique was used to prepare a spatial precipitation data map over North Carolina from 
the point precipitation measuring stations within the Arc-GIS framework, which was adopted in Sayemuzzaman 
and Jha’s investigations [12]. For spatial distribution of trends in maps, contours are generated using an In-
verse-Distance-Weighted (IDW) algorithm with a power of 2.0, 12 grid points and variable radius location. 

2.2. Methodology 
2.2.1. Mann-Kendall (MK) Trend Test 
The MK statistical test has been frequently used to quantify the significance of trends in hydro-meteorological 
time series [10] [13] [14]. Original model was developed by Mann [15], and after that Kendall [16] derived the 
test statistic distribution. The MK test statistic S [15] [16] is calculated as 
 

 
Figure 1. Distribution of precipitation stations (black circles) in North Carolina.       
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In Equation (1), n is the number of data points, ix  and jx  are the data values in time series i and j (j > i), 
respectively, and in Equation (2) ( )sgn j ix x−  is the sign function as 
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In Equation (3), n is the number of data points, m is the number of tied groups and kt  denotes the number of 
ties of extent k. A tied group is a set of sample data having the same value. In cases where the sample size n > 10, 
the standard normal test statistic SZ  is computed using Equation (4): 
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Positive and negative values of SZ  indicate increasing trends and decreasing trends, respectively. MK test 
was applied to detect, if a trend in the precipitation time series was statistically significant at the significance 
levels α = 0.01 (or 99% confidence intervals) and α = 0.05 (or 95% confidence intervals). At the 5% and 1% 
significance level, the null hypothesis of no trend is rejected if 1.96SZ >  and 2.576SZ > , respectively. 

2.2.2. Sen-Slope (SS) 
The MK test does not provide an estimate of the magnitude of the trend. For this purpose in this study, a non-
parametric method referred to as the Sen-Slope (SS) is used [17]. This approach provides a more robust slope 
estimate than the least-squares method because it is insensitive to outliers or extreme values and competes well 
against simple least squares even for normally distributed data in the time series [18]. This method has been 
widely used by the researchers for the trend magnitude prediction in hydro-meteorological time series [13] 
[19]-[21]. This study using the magnitude of the trend follows steps below. 

i) The interval between time series data points should be equally spaced. 
ii) Data should be sorted in ascending order according to time, then the following formula is applied to calcu-

late Sen’s slope (Qk): 
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In Equation (5), Xj and Xi are the data values at times j and i (j > i), respectively. 
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Qmed sign reflects data trend direction, while its value indicates the steepness of the trend. 

2.2.3. Serial Correlation Effect 
The steps adopted in the sample data ( )1 2, , , nX X X  are as follows: 

1) The lag-1 serial coefficient ( )1r  of sample data Xi, originally derived in Ref [22] but several recent re-
searchers have been utilizing the same equation [10] [13] [23] to compute ( )1r . It can be computed by 
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where ( )iE x , the mean of sample data and n is the number of observations 
2) According to Gocicand Trajkovic [13] and most recent studies [10] [19] the following equation for 
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testing the time series data sets of serial correlation have been used. 
If 1r  falls inside the above interval, then the time series data sets are independent observations. In cases 

where 1r  is outside the above interval, the data are serially correlated. 
3) If time series data sets are independent, then the MK test and the SS can be applied to original values of 

time series. 
4) If time series data sets are serially correlated, then the “Pre-whitened” time series may be obtained as 

( )2 1 1 3 1 2 1 1, , , n nx r x x r x x r x −− − − [10] [19]. 

3. Results and Discussions 
3.1. Precipitation Time Series 
Figure 2 shows the daily time series precipitation from Jan 1, 1950 to Dec 31, 2009. Small linear increasing 
trend (+0.000002 mm/day) was noticed during this entire time period. Maximum daily precipitation 80.5 mm 
was recorded in September 16, 1999. That was because of the post-flooding effect. Mean and median of daily 
precipitation was found 3.45 mm/day and 0.97 mm/day, respectively. Ups and downs precipitation values 
 

 
Figure 2. Time series of daily precipitation.                                                       
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represent the seasonal effect. It is seen from this daily time series data North Carolina does not represent high 
variability/abnormality in precipitations. 

3.2. Rainy and No-Rainy Day Trends 
Figure 3 illustrates the spatial distribution of rainy day trends in terms of significance and magnitude (days/year) 
across the North Carolina. Rainy day increasing trends are higher than the decreasing trends at 1% significance 
level, and are distributed across North Carolina. Most of the western part and coastal region at the eastern part of 
North Carolina exhibits the significant (1% significance level) increasing trends. One of the biggest cities in 
North Carolina, Charlotte in Mecklenburg county, situated south-east part of the piedmont region, show number 
of rainy day increasing trends over 60 years period. Overall rainy day trends are increasing in North Carolina. 
Figure 4 represents the non-rainy day trends, mixed (decreasing-increasing) trends and equal spatial significant 
trend distribution were noticed. 

Figure 5 shows the temporal rainy/non-rainy day trend of average over all the 249 weather station data in 
annual scale. It is also obvious in temporal pattern over 60 years average data that rainy day (non-rainy day) 
trend is increasing (decreasing). Temporal trend magnitude for rainy day +0.22 day/year and for non-rainy day 
−0.21 day/year is found. 

3.3. Standard Precipitation Index (SPI) 
The Standardized Precipitation Index (SPI), developed by [24], is based only on precipitation. The SPI is the 
number of standard deviations that the observed value would deviate from the long-term mean. One unique fea-
ture is that the SPI can be used to monitor conditions on a variety of time scales. This temporal flexibility allows 
the SPI to be useful in both short-term agricultural and long-term hydrological applications. In this study the 
 

 
Figure 3. Spatial distribution of rainy day trends in terms of significance and 
magnitude (days/year).                                                 

 

 
Figure 4. Spatial distribution of non-rainy day trends in terms of significance 
and magnitude (days/year).                                                 
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annual SPI for 249 stations was averaged and represented from 1950 to 2009 in Figure 6. Positive (negative) 
values of SPI represent the extent of wetness (dryness) pattern of precipitation. SPI index found was greater than 
1.5 (extremely wet) and smaller than −1.5 (extremely dry) around after 1980. SPI close to +2.0 and −2.0 was 
found in last decade. 

4. Conclusion 
Trends in rainy/non-rainy days have been investigated using the Mann-Kendall and Sen-Slope non-parametric 
methods at 249 weather station sites of North Carolina, United States. Inverse distance weighing interpolation 
technique is adopted to represent the spatial distribution of trend magnitude. Quality controlled daily precipita-
tion data sets from 1950 to 2009 have been used in this study. The double-mass curve and autocorrelation were 
adopted to analyze the precipitation time series of each station to check the consistency and homogeneity. Stan-
dard Precipitation Index (SPI) has also been discussed for the study area. It is found in North Carolina that a 
number of rainy day trends are increasing both spatially and temporally. Eastern part of North Carolina shows 
the significant increasing rainy day trends. Trend significance has been checked at 1% and 5% significance level. 
Recent decades show the high SPI in both the extent of wetness and dryness. 
 

 
Figure 5. Rainy/non-rainy day temporal trends.                                       

 

 
Figure 6. 12 months Standard Precipitation Index (SPI).                                 
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