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Abstract 
The paper presents a web based vision system using a networked IP camera 
for tracking objects of interest. Three critical issues are addressed in this pa-
per. First is the detection of moving objects in the foreground; second is the 
control of pan-tilt-zoom (PTZ) IP cameras based on object location; and third 
is the collaboration of multiple cameras over the network to track objects of 
interests independently. The developed system utilized a network of PTZ 
cameras along with a number of software tools for this implementation. The 
system was able to track a single and multiple objects successfully. The diffi-
culties in the detection of moving objects are also analyzed while multiple 
cameras are collaborating over a network utilizing PTZ cameras. 
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1. Introduction 

An Internet protocol (IP) network camera allows remote viewing and monitor-
ing from anywhere and anytime over the Internet. This is a very promising 
technology in the field of video surveillance. With the pan-tilt-zoom (PTZ) fea-
ture, an IP camera allows surveillance of large areas thereby reducing the num-
ber of fixed cameras required to cover a given area. An IP camera responds to 
commands through its integrated web server [1]. In most of the cases, the 
PTZ-IP cameras are either manually operated or programmed under timed op-
eration, even when multiple cameras are deployed within an area. This makes it 
difficult to utilize them to their highest potential. 

The issues for using PTZ-IP cameras for tracking are well summarized in ref-
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erence [1]. The author highlighted the issue of improper response time within 
the camera’s web server, very low frame rates, and difficulty in image processing 
due to constantly changing backgrounds. A number of studies have been con-
ducted in the area of tracking multiple objects using networked cameras. A sys-
tem was designed that is able to discover spatial relationships among the cam-
era’s fields of view and use this information to correspond to different perspec-
tive views of the same object [2]. In another effort, researchers tracked multiple 
moving objects using a single camera [3]. They used image segmentation and then 
identified humans in the image by computing the size of the blobs obtained. 
This is efficient only if the moving object is within the field of vision of the cam-
era. However, using a PTZ camera for tracking multiple objects creates the chal-
lenge of locking on a single object of interest. Horesh and his co-authors re-
ported a system where they use trajectories of objects moving around to predict 
and then detect the object’s next location [4]. They divided the ground surface 
into a large grid and used network flow to track the trajectories of multiple 
moving objects for differentiation. In one effort, researchers showed how they 
are tracking people using skin color segmentation [5]. They locked onto their 
targets using PTZ cameras and tracked their motion. However, as the system 
depended on skin color detection, their system was viable for tracking only two 
individuals. Chong and his co-workers tracked objects utilizing multiple PTZ 
cameras in collaboration [6]. In this work, each camera module had its own de-
tection and tracking mechanism; however, the processing was done on a central 
network. This allowed the cameras to communicate among each other and al-
lowed tracking of multiple objects. They use Kalman Consensus filters to address 
the issue of multiple object tracking. But it could not prioritize among the mul-
tiple targets. One effort reports a technique in which they were able to track ob-
jects across multiple cameras without overlapping views [7]. They utilized ap-
pearance model and space-time cues like velocity, location, and time to identify 
the moving target across multiple cameras. However, their system did not address 
the issue of using a PTZ camera and presence of multiple objects in the frame. 

This paper describes a PTZ-IP surveillance system that overcomes some of 
these challenges. With the proposed technique, PTZ-IP cameras were pro-
grammed to detect and track moving objects and at the same time collaborate 
with other PTZ-IP cameras in the network so that the tracking can be done ef-
fectively and efficiently. In addition, the technique also addresses the challenge 
of identifying objects of interest that need to be tracked. The feature identifies 
the target of interest among a group of moving objects. Priority can be set based 
on identity, direction or motion, and time of a day. A centralized approach is 
proposed in which multiple PTZ-IP cameras are tracked an object of interest 
across the network. This paves a way for an advanced video surveillance in 
which an object of interest can be detected and tracked over a network of mul-
tiple PTZ-IP cameras. A feature described as “handing-off” tracking to the next 
PTZ-IP camera has also been introduced in which once a moving object is de-
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tected in the field of next camera in the network, the current camera hands off 
the tracking of that object. 

2. System Design Strategy 

Within the designed system, once the object is identified, the camera control al-
gorithm changes the pan and tilt to track and follow the movement of the object. 
This process is running as a feedback loop that controls the speed of motion of 
the camera based on the speed of the moving object. When an object is detected 
within the Field of View (FOV) of Camera A, then Camera B pans itself towards 
the FOV of Camera A. The intention is to follow the moving object when it 
leaves the FOV of Camera A and enters the FOV of Camera B. In this way, cam-
eras within the network try to track the object as long as the object is within the 
networked area. The tracking process is illustrated in Figure 1. 

The system implementation involves a number of activities that includes control  
 

 
(a) 

 
(b) 

 
(c) 

 

DOI: 10.4236/ait.2018.82002 15 Advances in Internet of Things 
 

https://doi.org/10.4236/ait.2018.82002


A. K. M. Azad, M. Misbahuddin 
 

 
(d) 

 
(e) 

Figure 1. Collaborated detection and tracking between network cameras A and B. (a) 
Camera A and B in idle mode searching for moving objects; (b) Camera A detects a 
moving object; (c) Camera B moves towards camera A’s FOV and detects the moving ob-
ject; (d) Hand-off of tracking from camera A to camera B. (e) Camera B starts tracking a 
moving object and Camera A focuses onto the FOV of camera B. 

 

 
Figure 2. System level block diagram. 

 
of PTZ-IP cameras, moving object detection and tracking, tracking management, 
collaborated tracking, and prioritizing multiple object tracking. A system block 
diagram is shown in Figure 2. The identification of moving objects involves mo-
tion detection, background subtraction, region sampling, morphological filtering 
and blob detection. Two PTZ-IP Foscam cameras were used for the developed 
system. The same algorithm can be adopted and integrated for any number of 
PTZ-IP cameras. 

3. Implementation 

The implementation of the designed system involves a series of activities, such as 
 

DOI: 10.4236/ait.2018.82002 16 Advances in Internet of Things 
 

https://doi.org/10.4236/ait.2018.82002


A. K. M. Azad, M. Misbahuddin 
 

image gathering, moving object detection, tracking, and handing over the object 
tracking to the next camera within the network. Figure 3 shows a flowchart of 
the tracking activities for a given camera. The section describes the details of 
each activity. 

3.1. Control of PTZ-IP Cameras 

Information about the installation and use of a Foscam PTZ-IP camera can be 
found from the manufacturer [8]. It automatically assigns itself a local IP that 
can be accessed using a network browser. Logging into the camera system using 
the provided IP allows access to the manufacturer-developed graphical user in-
terface (GUI) through its web server. Controlling the PTZ-IP camera through 
the GUI is very simple and user-friendly; however, the challenge is to automate 
the camera control through the newly developed image processing system. 

The pan and tilt of the camera were controlled by an image processing unit 
developed using C++ (on Visual Studio). The program ensured that the tracking 
object was at the center of the FOV of the camera. Figure 4 shows how the pan 
and tilt of the camera were adjusted to make the center of the FOV coincide with 
the object’s position. Figure 4(a) shows the initial position of the object and the 
camera’s FOV where the object is at one corner of the camera’s FOV. Figure 
4(b) shows how the camera has automatically panned toward its left to make the 
object’s location coincide with the center of the camera’s FOV. Finally, in Figure 
4(c) the camera has successfully matched its center with the object’s location. 

 

 
Figure 3. Object tracking flowchart. 

 

 
(a)                         (b)                       (c) 

Figure 4. Auto-adjustment of pan and tilt. (a) Object is away from the center of the cam-
era’s FOV; (b) Camera turned left in an attempt to bring object to its FOV’s center; (c) 
Camera successfully aligns its FOV’s center with object’s position. 
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3.2. Moving Object Detection 

Background modeling is utilized for detection and tracking of a moving object. 
Research has presented different approaches for background modeling by back-
ground detection, subtraction, and motion cues [9] [10] [11]. For the proposed 
system we subtracted consecutive frames from the camera to identify moving 
objects (Figure 5). Subtraction of two images is performed straightforward in a 
single pass. The difference of image ( )1 ,P i j  and image ( )2 ,P i j  is given by 
Equation (1) where ( ),Q i j  is the output image [12]. 

( ) ( ) ( )1 2, , ,Q i j P i j P i j= −                     (1) 

The subtracted image f was sent through a morphological filter to remove 
noise and unwanted motion cues. Morphological filtering involved creating a 
threshold output (Figure 6) followed by erosion and dilation process with an 8 × 
8 filter (Figure 7) [13]. 

The erosion of an image ( )f x  by a structural window 𝑠𝑠 is denoted by f sθ , 
 

 
Figure 5. Background subtraction. 

 

 
Figure 6. Threshold output. 
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Figure 7. Filtered output (after Erosion and Dilation). 

 

 
Figure 8. Moving object detected through contour detection. 

 
where θ  denotes the erosion between f  and s . Resultant image ( )g x  can 
be presented by Equation (2) [14].  

g f sθ=                            (2) 

The dilation operation is performed to add pixels to the boundaries of the ob-
jects present in the image. The number of pixels added to the objects depends on 
the size and shape of the structuring element defined to process the image. The 
dilation of the image ( )g x  by a structural element ś results in the image 
( )h x . The relationship is provided in Equation (3) [14]. 

h g ś= ⊕                           (3) 

The Eroded and Dilated images are sent for contour detection. The largest 
contour detected was given the identity of the moving object. Figure 8 shows the 
moving object detected as a result of the contour detection process. In order to 
get more understanding on contour detection, the reader can read papers by 
Pablo et al. [15] and Richard S. [16]. 

3.3. Tracking Management 

Once the moving object is detected, the PTZ-IP camera has to align its center 
FOV to match the object’s location. This is an autonomous process where the 
camera has to continuously track the moving object in the scene. The process 
was implemented through passing commands to the decoder unit of the camera 
web server. 

Figure 9 shows the steps involved in the pan and tilt control of the cameras. 
Depending on the initial location of the detected object, the camera has to either 
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pan left or right and also tilt up or down. The requirement commands are sent 
to the decoder unit to initiate the needed pan or tilt motion. Once initiated, a 
delay unit introduces an appropriate amount of delay depending on the speed of 
the moving object. After the required movement of the camera (in terms of pan 
and tilt) a stop command is sent to the decoder to stop the motion. 

3.4. Collaborated Tracking 

This section refers a system in which the autonomous moving object tracking by 
an IP-PTZ camera is extended over a network, in which the cameras communi-
cate with each other and provide effective tracking of the moving object in a 
wide area. Figure 1 in section 2 illustrates how the cameras follow a moving ob-
ject from one point to another. For example, Camera A detects the moving ob-
ject and starts tracking, in the meantime Camera B moves its FOV to align with 
the FOV of Camera A in such a way that the moving object is also detected by 
Camera B. Once the object moves away from the FOV of Camera A, Camera B 
jumps in and takes control of tracking the object. Figure 10 shows how the two 
cameras coordinate in detecting the object of interest. 

3.5. Multiple Object Tracking 

One of the challenges faced in this technique is Multiple Objects Tracking 
(MOT). Various studies done on MOT show different approaches for attempt-
ing static camera images [17] [18] [19]. However, the challenges in MOT are 
more toward a PTZ control of the camera. To analyze and detect the high prior-
ity targets, judgments can be made based on several parameters: direction of  

 

 
Figure 9. Instructions flow chart of camera control. (a) Steps for pan control; (b) Steps 
for tilt control. 

 

 
Figure 10. Camera 1 and Camera 2 focusing on the same object. 
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motion of the object, date and time, identity of the object under surveillance, 
and skeptical objects (Figure 11). 

Direction of motion of the object provides an indication of whether the object 
is moving into the building or outside the building. Based on the priority, either 
objects entering the premises or leaving the premises can be tracked and selected 
for the PTZ camera tracking system. If the need to track objects entering the 
premises is more important, then PTZ camera tracking can be triggered for 
those objects that are moving towards the premises. This is done by determining 
optical flow, in which the relative position of the object is tracked over a period 
of time and the direction of motion is computed. Berthold and Brian provide a 
detailed methodology of how optical flow can be administered [16] [20], where 
they demonstrated that a moving object in a video can be detected by tracking 
the brightness of the object over the two-dimensional plane of the image. They 
are based on the fact that when an object moves, its brightness remains constant 
irrespective of its position in the image frame. By tracking the brightness over 
the plane of the image can give the direction and position of the object. By de-
noting image brightness at a point ( ),x y  in an image at time t , by ( ), ,E x y t . 
When the object moves we can derive the following equation, considering that 
the brightness of a particular point in the pattern is constant: 

0Exu Eyu Et+ + =                        (4) 

where Ex , Ey , Et  is the change in brightness along x-plane, y-plane, and 
time 𝑡𝑡. This can be further computed to obtain the direction of the movement. 

Date and time of the process also mark an important event. If it is a weekend 
or a holiday, then the PTZ cameras might be more useful in tracking objects by a 
conventional way of regular pan and tilt triggered uniformly. That way any kind 
of multiple object movement on a holiday or weekend is considered a high sur-
veillance zone. Accordingly, depending on the time of day, the PTZ camera con-
trol can be revised based on the requirements. In other words, the PTZ camera 
surveillance can be activated only on weekends, holidays, and other special occa-
sions. 

Another approach to sort objects is to use identity tracking, which is similar to 
face recognition. As an example, a group of people regularly pass through a 
camera system and their faces are recorded within the system. If an unknown  

 

 
Figure 11. Multiple object tracking protocol. 
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person passes the area, then the tracking system will be activated and start 
tracking the face. In this way camera will only track an unknown person and will 
not act on other passersby. This can be implemented by creating Haar Classifiers 
to train the system to recognize concerned objects. Szeliski explains the various 
object detection systems in detail [16]. Haar-like feature based detection is a 
machine learning approach where a cascade function is trained from a lot of 
positive and negative images. This cascade function is then used to detect objects 
in an image. 

The system can be designed to trigger the tracking system with the presence of 
a skeptical feature—consider a criminal retention facility, where the inmates wear 
orange color jump suits. Presence of an individual wearing an orange colored 
jumpsuit anywhere near the exit door can be considered a skeptical feature and 
will activate the tracking system. Similarly, other features of interest can be de-
fined and coded into the tracking system. By converting a RGB image into a 
HSV image and by using H (Hue), S (Saturation), and V (Variance) dimension 
to easily detect relevant colors in an image. Hue denotes the color in the image, 
Saturation denotes the dominance of that color and Variance denotes the 
brightness of the color. This way a particular color can be isolated easily by using 
the relevant Hue values. Once the color has been isolated in an image, morpho-
logical operations like erosion and dilation can be performed on the image 
which cleans out any noise (explained in section 3-2). This is then passed onto a 
blob detection process which helps in determining the location of the color in 
the image. 

4. Software Integration 

To implement the developed system a number of software were utilized, includ-
ing Matlab, Visual Studio, OpenCV, and a web browser. Figure 12 shows a 
flowchart demonstrating the interaction among the software packages. 
MATLAB is used to capture IP camera video stream directly and convert it into 
images using FFmpeg, where FFmpeg is a freeware package used to access mul-
timedia digital files (like videos). The images extracted by MATLAB are then 
used by Visual Studio (with OpenCV installed on the system) to perform image  

 

 
Figure 12. Software interaction for object tracking. 
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manipulation exercises to obtain the tracking direction. 
The steps involved in this process start with Step 1 in which the IP camera is 

connected to the network streams live video data on its secured password con-
trolled web server. This account information is supplied to the MATLAB via 
program codes, which allows MATLAB to access the camera feed directly. 

 
imshow(I) >> I=getimage(strmatch(fname,['web  

http://www.IPCameraWebServer/username/password.jpg'])) 
 

Once the image files are created, MATLAB saves them in a common folder 
that is also shared with Visual Studio. These image files are then pulled by Visual 
Studio and image processing is performed using OpenCV functions. The direc-
tion of the motion of the target is accessed using OpenCV, and accordingly, the 
pan and tilt motion of the camera is carried out. As an example, if the target 
moves toward the right, the camera needs to follow accordingly and pan toward 
the right. This information is relayed to the PTZ IP camera using a web browser. 
The web browser is used, as it directly allows access to the IP camera’s server. 

 
system("open  

http://www.IPCamera/username/password/PTZCodeForMovement"); 
 

The code was initially run on a webcam to test the functionality of the image 
processing system. Once detection ran successfully, the IP camera feed was given 
to the image processing code. Based on the direction of movement, correspond-
ing decoder control code was executed on the IP camera to adjust the pan and 
tilt motion so that it could track the moving object. The same camera control 
code was also run on another IP camera through a bridge control between the 
two IP cameras, which allowed communication between the two networked 
cameras, provided both are run on the same network. Once the object went out 
of the field of vision of one camera, then the other camera’s pan and tilt were 
changed to align with the field of vision of the previous camera. This allowed 
collaborative tracking between networked IP cameras. 

5. Conclusion 

The article describes the development of a surveillance system utilizing multiple 
PTZ-IP cameras. This addresses some of the shortcomings reported by other re-
searchers. A feature described as “handing-off” tracking to the next PTZ-IP 
camera has been introduced in which once a moving object is detected in the 
field of the next camera in the network, the current camera hands off the track-
ing of that object. The system can be implemented with any number of net-
worked cameras allowed by software and hardware capacity while they collabo-
rate to track an object within the area of coverage with those cameras. The sys-
tem has the capacity to identify a specific object of interest among a group of 
objects and track this accordingly. The criterion for object of interest is pro-
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grammable and can be tied to an alarm to alert authorities. A number of soft-
ware tools were utilized to implement the system. 

As FOSCAM server side is a closed application and access to the camera’s im-
age feed is not open. The system relied on retrieving the feed from the snapshots 
on a web-browser. This involved using MATLAB to retrieve the image and save 
it locally, which can then be picked up by OpenCV and processed. However, this 
process involved redundant actions, excessive use of software platforms resulting 
in time delays. This can be improved by using open cameras allowing the system 
to retrieve images directly. The future development may involve training the 
system to detect special features and track them accordingly. The system can be 
designed to track any anomalous behavior in the video feed and flag it for fur-
ther investigation. 
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