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Abstract 
Predicting tourism traffic demand accurately plays an important role in 
making effective policies for tourist administration. It helps to distribute the 
resources reasonably and avoid the tourism congestions. This paper consi-
dered the noise interference and proposed a hybrid model, combining en-
semble empirical mode decomposition (EEMD), deep belief network (DBN) 
and Google trends, for tourism traffic demand prediction. This model firstly 
applied dislocation weighted synthesis method to combine Google trends into 
a search composite index, and then it denoised the series with EEMD. EEMD 
extracted the high frequency noise from the original series. The low frequency 
series of search composite index would be used to forecast the low frequency 
tourism traffic series. Taking the inbound tourism in Shanghai as an example, 
this paper trained the model and predicted the next 12 months tourism arrivals. 
The conclusion demonstrated that the forecast error of EEMD-DBN model is 
lower remarkably than the baselines of ARIMA, GM(1,1), FTS, SVM, CES and 
DBN model. This revealed that nosing processing is necessary and EEMD-DBN 
forecast model can improve the prediction accuracy. 
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1. Introduction 

According to data released by China Tourism Research Institute, the growth rate 
of inbound tourist volumes in China is relatively slow. That is to say, for a long 
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time in the past, the development of China’s inbound tourism has been basically 
stagnant, which is inconsistent with the hot situation of the domestic tourism 
market and outbound tourism. The tourism demand forecast can provide timely 
basis for relevant departments to formulate effective tourism policies [1]. Mod-
ern information technology has brought great convenience to people’s life, work 
and study. People usually turn to search engines when making travel strategies, 
and people’s travel plans often use keyword search information as a reference 
[2]. 

In recent years, the research results of using the network search data to estab-
lish the tourism demand forecasting model are quite fruitful. The traditional 
econometric model and the machine learning method will be limited by histori-
cal data when forecasting the tourism demand, compared with the network 
search data. Search has instantaneity and subjectivity and more accurately the 
needs of tourists can be reflected. In fact, as early as 2009, the predictive power 
of web search data has been confirmed, for example, the application of Google 
Trends in all walks of life is considered effective [3]. 

Tourism is a related industry and has been greatly affected by emergencies; it 
has been difficult to solve the impact of emergencies on the tourism industry. 
The forecasting model cannot be adjusted in real time according to the changes 
in tourism dynamics, for example, the congestion of tourists at the entrance of 
Jiu Zhaigou Scenic Spot in Sichuan, China, on October 2, 2013 and Shanghai 
Bund stampede, on December 31, 2014 etc. These incidents have led that the 
number of tourists in local tourist attractions is difficult to dredge, and the qual-
ity of service of scenic spots has declined. It has become a hot spot of concern to 
all sectors of society. These problems indicate that the spatial allocation of tour-
ism resources is crucial to the healthy development of tourism [1]. It is possible 
to balance tourism volumes of different tourist attractions due to the instant and 
efficient tourism demand forecasting model. In this way, the tourism industry 
will be more orderly and standardized, creating a pleasant atmosphere for Chi-
na’s inbound tourism. 

In the field of tourism demand forecasting, research methods will vary de-
pending on the conditions and objects of the forecast. Inbound tourists are more 
purposeful. Due to long distance of travel and the relatively long stay time com-
pared to domestic tourism, the possibility of planning ahead is even greater. It is 
more prevalent to rely on online search to develop a travel schedule. However, 
the prediction model established by simply using the search data is not robust, 
and the combination of artificial intelligence and search data can greatly im-
prove the accuracy of prediction [4] [5]. This paper uses EEMD to decompose 
the historical tourist volumes sequence of Shanghai inbound tourism and 
Google keyword search data respectively to eliminate the adverse effects of noise 
interference on the prediction results. Finally, the DBN with better convergence 
effect is used to predict the tourist volumes with the synthetic search index, 
which ensures the real-time validity of the prediction model. 
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2. Literature Review 
2.1. Tourism Demand Forecast 

In the forecast of tourism demand, there have been very rich research results in 
the past ten years [6]. Whether different methods or combinations have better 
predictive effects have always been the main direction of scholars’ exploration 
[7]. The methods currently used in this field can be roughly divided into tradi-
tional time series models, artificial intelligence prediction methods [8] [9] and 
hybrid methods [10]. Among the studies of time series models, the most used 
ones are ARIMA models [11] [12], exponential smoothing models [13], and li-
near regression [14] and so on. Among them, ARMA has diverse prediction 
performance under different conditions, that is, it can be adjusted according to 
different research conditions to achieve better prediction results. ARMA has 
more possibilities [15]. The exponential smoothing model has also gradually 
evolved from primary exponential smoothing to quadratic exponential smooth-
ing to cubic exponential smoothing to obtain more accurate predictions. In the 
study of tourism demand forecasting in several major source countries in Aus-
tralia, we can see a comparison of several exponential smoothing models [12]. In 
fact, it can be observed in the research of many scholars that no one method has 
an absolute advantage. In general, we think that the combined model is more 
accurate than the single model [4] [5]. 

The application of artificial intelligence methods in tourism demand forecast-
ing has begun to rise in the past 30 years. A back propagation neural network 
model can be applied to tourism demand forecasting [16]. As one of the interna-
tional tourist cities, there have many methods for the prediction of Hong Kong’s 
demand for inbound and outbound tourism, such as rough set theory [17]. Grey 
models are also widely used in tourism demand forecasting, including research 
on air passenger traffic [18] [19]. Genetic algorithms [20] have been developed 
from artificial neural networks [21]. The two major source countries of the Ba-
learic Islands, the UK and Germany, have corresponding visitors every month, 
and some scholars have used genetic algorithms to conduct special research on 
this, which shows that genetic algorithms are also feasible in tourism demand 
forecasting [22]. Support vector machines can better solve practical problems 
such as small samples, nonlinear, high-dimensional numbers and local mini-
mum points, adding network search data will greatly improve the accuracy of 
the prediction model, which predicts the passenger flow of Barbados Island, and 
there is a good embodiment [23]. 

2.2. Network Search Forecast 

Since the network search data are used to successfully predict the epidemic [24], 
it has begun to use the search data to predict the phenomenon in many fields 
such as economics and social sciences. For example, scholars used Google search 
data to predict unemployment, housing prices, stocks [25] [26] [27], etc. Web 
search data has indeed contributed its valuable role in research in various fields, 
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especially in today’s rapid development of information technology, when people 
are increasingly relying on online query tools we also hope to use Google search 
data to further study future consumer behavior [28]. 

The application of network search data is more and more extensive, providing 
a good enlightenment for the research of the tourism industry [28] [29]. How-
ever, due to the different language and cultural background of each region or 
country, the search intensity of multi-language source market sets and different 
leading search engine platforms will also affect the results of tourism demand 
forecasting [30]. A nonlinear auto-regressive method is combined with key-
word search data to predict Malaysia’s passenger volumes shows good predic-
tive performance [28]. Since then, Google search data has also been used in the 
tourism demand forecasting study in the Caribbean region [31]. It indicates 
the effectiveness of web search data applications in forecasting tourism de-
mand. 

In China, there are numerous users of Baidu search engines [32]. Most of the 
scholars’ research is dependent upon the Baidu search index. However, in the 
world, Google search engine dominates. This article takes Shanghai’s inbound 
tourism demand forecast as an example, targeting the world’s tourist groups, so 
it uses the data of the Google search engine. 

3. Methodology Formulation 
3.1. Principle of EEMD (Ensemble Empirical Mode  

Decomposition) 

EEMD is an improved algorithm of EMD (Experimental Mode Decomposition) 
[33], which effectively solves the problem that EMD relies on local number of 
extreme data information. EMD is generally used for the decomposition of the 
original sequence from the data itself, because EMD is decomposed according to 
its own characteristics, and no other prior conditions are needed, so it is more 
used in noise processing and prediction. However, when the signal is not stable 
or contains anomalous events, EMD cannot show its superiority [34]. When the 
signal is disturbed by an abnormal event (such as pulse interference); mode 
mixing phenomenon occurs. In order to compensate for the shortcomings of 
EMD in modal decomposition, EEMD can be effectively solved to solve the 
model aliasing phenomenon. EEMD can make the decomposition scale more 
uniform, suppress the influence of abnormal events on the signal, and make the 
prediction more accurate. 

The basic methods of EEMD are as follows: 
Step 1: Calculate the sequence (set to P(t)) local number of extreme data point 

using EMD, the maximal value constitutes the upper envelope m(t), and the 
minimum value constitutes the envelope n(t), and the mean z(t) of the upper and 
lower envelopes at any point is zero. 

Step 2: Subtract the mean of the upper and lower envelopes with the sequence 
to get R(t). 
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Verify that R(t) satisfies the IMF. If not, repeat steps 1 and 2 until R(t) satisfies 
the IMF condition, and treat R(t) as an IMF separated from P(t) one by one. In the 
above process, the finite number of IMFi components and the sum of the re-
mainders u(t) and Y(t) are decomposed one by one from high frequency to low 
frequency by multiple screenings. 
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Step 3: Add random white noise to the sequence P(t), and equalize the abnor-
mal events, so that the abnormal event mode is mixed into the random white 
noise mode during the EMD decomposition process, and then normalized, and 
the random white noise is applied by applying the EMD pair. The subsequent 
signal is decomposed to obtain an IMFi component. 

Step 4: Get IMFi integration after decomposition (adding a new random nor-
mal distribution white noise sequence) 
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Step 5: Preset a threshold k. If the integrated value in the fourth step is less 
than k, it is removed as noise. If the integrated value in the fourth step is greater 
than k, the IMFi is reset, and Q is an entropy function. 

( ) ( ) [ ]
( ) ( ), ,

t ti i i it tK IMF P Q IMF Q IMF P   = −
   

             (4) 

3.2. Compositions of Google Search Keyword Variables 

The era of big data brings new opportunities for the establishment of tourism 
demand forecasting models. The dependence of users on search engines can 
provide important data for tourism demand forecasting. In this paper genera-
lized dynamic factor model (GDMF) [35], which can process high-dimensional 
data, is used to combine keyword variables. The unique advantage of GDMF is 
that variable data can be updated in real time, and known variables can be inter-
preted by common parts of unknown variables, aggregated into travel-related 
indices [36]. 

Forni (2004) proposed the idea of using VAR to represent the model of 
GDFM [37]. The traditional factor model is composed of the sum of s common 
factor kt and special factor jt. On this basis, GDFM gives common factors. Par-
tially multiplied by the load matrix of m*n, denoted as α, then the observed va-
riable can be expressed as: 

t tX k jα− +                             (5) 

The matrix transformation of kt can be expressed as:  
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1t t tk pk qδ−= +                            (6) 

where ( )1 2 3, , , ,t t t t ntδ δ δ δ δ=   is a s-dimensional common component. 
Tourism demand has many uncertainties and is able to be influenced by poli-

cies and media indices. The network search can reflect the tourists’ deci-
sion-making behavior motives, but due to the influence of some emergencies, 
the search volume of one or several keywords in a certain period will be ex-
tremely high or very low, and these data are abnormal. So we create a standard 
scale for the search data when synthesizing the keywords. When the data show a 
maximum value beyond the standard scale, the method of taking the mean value 
is used to process the abnormal data. Using EEMD to decompose tourist vo-
lumes sequence n IMF components, the same approach is applicable to the 
Google keyword search index sequence. 

3.3. DBN (Deep Belief Network) Prediction Model 

Hinton proposed the Deep belief network [38], and the initial parameters of the 
model are obtained through unsupervised training methods. Compared with the 
traditional neural network model, DBN does not need a large number of super-
vised signals, and is not easy to fall into local minimum, which can greatly im-
prove the convergence efficiency. The DBN network model is stacked by mul-
tiple restricted Boltzmann machine (RBM) layers. The DBN model with the best 
effect is obtained through repeated training on multiple layers RBM. The most 
basic RBM consists of a hidden layer and a visible layer. 

Hinton proposed the idea of training each layer of RBM separately [39], which 
is, extracting input data features in the hidden layer of the first layer RBM, using 
it to train the second layer RBM, repeating this process until DBN all RBMs 
stacked in the model are trained. It is assumed that the established DBN model 
has a total of c hidden layers and d visible layers, and the values of the ith visible 
layer and the jth hidden layer are: <υi, hj>, and the bias of the two is: ai, bj, then 
the parameter θ of the RBM is: 

( ), ,ij i ja bθ ω=                            (7) 

Then, the energy of the RBM is expressed as: 

( )
1 1 1 1

, :
c d c d

i i j j i ij j
i j i j

E h a b h a hυ θ υ ω
= = = =

= − − −∑ ∑ ∑∑               (8) 

ωij is the symmetric connection weight between the visible layer υi and the 
hidden layer hj. The probability of the binary state of the hidden layer υi being 
set to 1 and the probability of the binary state of the visible layer hj being set to 1 
are calculated [39]. In general, the algorithm of contrast divergence is used to 
represent the log likelihood gradient of RBM, and the weight and offset parame-
ters are updated by calculation, for detailed algorithm, see Hinton’s work [40]. 

In this paper, we propose an EEMD-DBN prediction model whose structure is 
shown in Figure 1. 
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Figure 1. The structure of EEMD-DBN prediction model. 

4. Experimental Study 
4.1. Data Set 
4.1.1. Tourist Volumes Data 
Shanghai is an important pillar of China’s national economic development; and 
it attracts many tourists from home and abroad to visit here with rich tourism 
resources. The regional differences in China’s inbound tourism development 
have gradually narrowed, but it is undeniable that Shanghai still has a huge im-
petus to the progress of China’s inbound tourism. According to the 2017 Na-
tional Statistical Report on National Economic and Social Development, as of 
the end of 2017, there were 99 A-level scenic spots in Shanghai, including 3 
scenic spots in 5A, 50 scenic spots in 4A, and 46 scenic spots in 3A. It has be-
come one of the cities with the most inbound tourist volumes in China. 

The data selected in this paper are the number of monthly inbound tourists 
from 2004 to 2018 in Shanghai, and divide the data into two parts: the training 
set and the predictive test set. In order to ensure the validity of the prediction 
model, 2004-2017 was selected as the sample data for the training and establish-
ment of the prediction model, and the 2018 tourist data were used as the predic-
tion set. Baidu search engine is more widely used in China, so it is more suitable 
for China’s domestic tourism demand forecast. Globally, Google’s users are 
more extensive, accounting for about 66.7% of the world’s total [29]. So this ar-
ticle uses the search data of Google search engine. Figure 2 is a time-series map 
of monthly inbound tourist traffic in Shanghai from 2004 to 2017. As can be 
seen from the figure, the time series of tourist traffic shows an overall slow up-
ward trend and cyclical fluctuations in a certain period of time. And in the third 
quarter and fourth quarter of 2010, there is a peak feature, which is inseparable 
from the occurrence of the Shanghai World Expo in the second quarter of 2010. 
The monthly data used in this paper has a total of 168 data points, which better  
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Figure 2. Tourist volumes sequence in Shanghai. 
 
reflects the long-term trend of Shanghai tourist volumes. Compared with the 
annual data, the time series of monthly data changes more significantly, which 
can provide a more detailed basis for tourism destination tourism decisions. 

4.1.2. Keyword Search Data 
Compared with short-distance travel, inbound tourists will stay at the destina-
tion for a relatively long time, so people have a tendency to use search engines to 
develop relevant travel plans in advance. This includes travel route planning, 
travel hotel ordering, and travel destination information inquiry. This series of 
behaviors is basically done by means of search engines, so this paper uses key-
word search index to continue to improve the forecasting accuracy of tourism 
demand forecasting model. A key step in the synthesis of online search index is 
the selection of search keywords. In terms of keyword selection, there is cur-
rently no mature program and theoretical system. This article uses a more 
common method of directly selecting keywords.  

Firstly, the 50 common keywords related to tourism are selected for search 
volume search. According to the Google search volume ranking, the first 16 
keywords are retained, and the Pearson correlation test is performed on these 16 
keywords, and the correlation with the tourism is the largest 5 keywords as re-
search samples as Figure 3. There is some abnormal value in the network search 
volume of the 5 keywords we finally determined. Directly eliminating the ab-
normal data will lead to the lack of research samples. Therefore, this paper per-
forms the mean processing on the abnormal data values to ensure the integrity 
of the experimental data. 

4.2. Data Analysis 

It can be seen from the time series of inbound tourist traffic in Shanghai that the 
fluctuation of passenger tourism volumes data is more obvious, and there is a 
large amount of data to be processed. The peak of the tourism volumes sequence 
is from September to October of 2010. As we all know, from May to June 2010,  
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Figure 3. Keyword search data sequence. 
 
Shanghai hosted the World Expo, which played a positive role in Shanghai’s 
tourism development to a certain extent, which led to the rapid growth of 
Shanghai’s inbound tourism volumes in a short period of time. In order to re-
duce the impact of abnormal events on the forecasting model, we performed a 
simple noise reduction process on the tourism volumes time series to eliminate 
the interference of the data peaks and valleys. As shown in Figure 4, the time se-
ries after smoothing the linear trend factor of the volume data is relatively flat. 

Determine keywords according to the eight characteristics of tourism activi-
ties, eat, live, travel, travel, purchase, entertainment, determine the basic key-
words, such as: travel to Shanghai, Shanghai attractions, Shanghai hotels, 
Shanghai flights, etc., then enter the basic keywords for Google search volume 
Inquire. When entering the basic keywords on Google, Google will intelligently 
recommend keywords related to it, and then record relevant keywords recom-
mended by Google, and sort out 50 keywords related to inbound tourism in 
Shanghai, the 16 keywords with the largest search volume are retained, and the 
Pearson correlation coefficient between the tourism volumes and the search 
keyword is calculated. From the analysis results, we can see that there is a nega-
tive correlation between some keywords and the tourism volumes, and these 
keywords are eliminated. Based on the tourist psychology motivation angle and 
the Pearson correlation coefficient calculation results, as shown in Table 1, fi-
nally, choose the keyword with Pearson correlation coefficient above 0.3 as ex-
perimental data. 

Using the standard scale we set as the limit, the abnormal data values in the 
search volume of the 5 keywords with the most relevant correlation are 
processed. When the search volume of keywords is lower or higher than the 
standard scale, many researchers will adopt the method of directly eliminating 
such abnormal data, but this will also cause excessive cleaning damage to the 
data. According to the seasonal characteristics of the tourism industry itself, this 
paper averages the other annual data of the month in which the data of the  
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Figure 4. Tourism volumes sequence noise reduction. 
 
Table 1. Search query correlation coefficient of Google keyword. 

Keyword Correlation Coefficient 

Flight to Shanghai 0.597 

Shanghai weather 0.128 

Shanghai traffic −0.420 

Weather in Shanghai China 0.348 

Shanghai tourist attractions −0.183 

China time Shanghai 0.656 

Shanghai flight 0.479 

Shanghai scene −0.292 

Shanghai hotel booking 0.024 

Bund Shanghai 0.393 

Shanghai cuisine −0.312 

Shanghai food 0.178 

Shanghai airport −0.272 

Shanghai airport arrivals 0.045 

Shanghai restaurant 0.124 

Shanghai visa 0.053 

 
abnormal data is taken to ensure the integrity of the data information. 

The basic method of GDFM index composite is to use the weighted idea to 
sum up the common components of the variables. First, use the variance con-
tribution rate to determine the number of factors, and then calculate the com-
mon components of the multidimensional stationary search data sit, and finally 
add the search index. 

( )
1

n
k

it it nt
i

s b L g
=

= ∑                           (9) 
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n is the determined number of factors, L is the lag operator, and k is the 
number of lag operators. According to the Forni that when n = 4 and k = 5, the 
model works best [35]. 

After processing the abnormal data of the keyword search volume, the effect 
of the abnormal value on the authenticity of the search index is reduced. How-
ever the tourism is a relatively relevant industry, emergencies or other urban ac-
tivities not related to tourism have a certain impact on tourism search, which has 
led to a significant increase or decrease in the overall network search of tourist 
destinations over time. For example, the SARS incidents in 2003 which affected 
the web search of tourist destinations. Abnormal data processing is for individu-
al data, as shown in Figure 5. We still need to optimize the predictive power of 
the search index by simple noise reduction processing. 

It can be seen that the composite search index does reflect the trend of tourist 
volumes and shows a certain lead time, as shown in Figure 6, which is also con-
sistent with people’s behavioral motives. At the peak of the tour, people seem 
more willing to use the search data in advance to help them make travel deci-
sions. 

4.3. Evaluating Indicator  

In order to investigate the prediction ability of the established model from dif-
ferent angles, this paper selects the mean absolute percentage error (MAPE), the 
mean square error (MSE), the mean absolute error (MAE) and the fitting coeffi-
cient R2 as the evaluation indicators of the model from different angles. Measure 
the predictive affect of the model. Among them, ix  represents the model si-
mulation output value, that is, the predicted tourist volume; xi represents the 
actual number of visitors, and n is the number of test data. 

The fitting coefficient R2 represents the degree of fitting of the predicted value 
curve to the actual value curve. The value of R2 can measure the fitting ability of  
 

 
Figure 5. Search of key word index noise reduction. 
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Figure 6. Fitting of tourism volumes sequence and composite search index. 
 
the model, [ ]2 0,1R ∈ , and the closer the value of R2 is to 1, the model is ex-
plained the stronger the fitting ability. 
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The MAE measures the accuracy of the prediction by calculating the differ-
ence between the predicted value and the true value data. The smaller value of 
MAE we have the higher prediction accuracy. 

1

1MAE
n

i i
i

x x
n =

= −∑                       (11) 

MAPE is an evaluation criterion used to explain the relative error of the pre-
diction model, which can well evaluate the prediction ability of the model. 

1MAPE 100%

n

i i i
i

x x x

n
=

−
=
∑

                  (12) 

RMSE represents the square root of the ratio of the sum of the predicted value 
to the true value and the ratio of the experimental number, used to estimate the 
degree of deviation between the predicted value and the true value. 

 

( )2

1

1RMSE
n

i i
i

x x
n =

= −∑                    (13) 

4.4. EEMD Noise Reduction 

In the forecast research of tourism demand in recent years, there are many com-
bined forecasting models, especially the combination of network search index 
and time series model. However, these studies lack the intensity of noise 
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processing. The modal decomposition of the tourist volumes time series and the 
keyword search index allows the Shanghai inbound tourist volumes and the 
keyword search index to obtain a uniformly distributed decomposition scale, so 
that smooth the interference of abnormal events. 

The core idea of EEMD is to add Gaussian white noise to the signal and per-
form ensemble averaging. The two important parameters of EEMD are the ratio 
k of white noise to the standard deviation of the original signal amplitude, and 
the average number of times M, however there is no specific calculation method 
for the values of k and M. Combined with the experience of the researchers and 
the experiments in this paper, and for the data characteristics, we take k = 0.2 
and M = 100 as the benchmark experimental values, and then adjust them con-
tinuously in the experiment to get the best EEMD model with the best decompo-
sition effect. 

When performing the EEMD test of the first iteration, the Gaussian white 
noise sequence f(t) was added to the Shanghai inbound tourist volumes time se-
ries P(t) and the keyword search index I(t), and n trials were performed. After that, 
the nth pending tourism volumes time series and the network search index se-
quence are obtained. 

( ) ( ) ( )n t t n tP p lf= +                        (14) 

( ) ( ) ( )n t t n tI I lf= +                        (15) 

In further experiments, the EEMD parameter values continuously adjusted. 
The decomposed tourist volumes time series and the search index sequence 
contain 6 IMF components and one residual. The amplitude and fluctuation of 
the IMF component are different. It can also be seen from the figure that the 
amplitude and fluctuating frequency of the first IMF are always the largest and 
the wavelength is relatively short. The first IMF component obtained after de-
composition is removed as noise, and the remaining IMF2, IMF3, IMF4, IMF5, 
IMF6 and smooth trend residuals are summed as an experimental sequence of 
tourist volumes and keyword search respectively. 

4.5. DBN Forecast 

We are required to determine the number of hidden layer nodes and the number 
of hidden layers in the DBN. There is not any exact rule about the number of 
nodes in the DBN input layer and hidden layer. Basing on the experience of re-
searchers, this paper sets the number of layers of DBN to N = 3 and the number 
of neurons is set at intervals of 5 for each hidden layer. The number of nodes in 
the layer is taken as an integer in [100, 1000], and then each additional layer of 
hidden layer is added to determine the optimal value of the number of neurons 
in the second hidden layer, and the experiment is repeated to achieve the highest 
accuracy. It component RBM of the DBN needs to optimize the feature extrac-
tion ability through training. Therefore, the DBN also needs a weight; the weight 
can determine the influence factor of the maximum probability of the training 
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sample. We define the learning rate of the DBN model to 0.1, the number of ite-
rations. Set to200, by repeating the training, it is determined that the final DBN 
structure is a 3-layer RBM composition, and the number of hidden neurons in 
the first layer and the second layer is 20, 15, respectively. 

In this paper, the established DBN model is used for prediction and compared 
with support vector machine, ARIMA, GM(1,1), fuzzy time series and cubic ex-
ponential smoothing model. The group (a) of Figures 6-11 shows the fit be-
tween the predicted value and the actual value, and the group (b) of Figures 
7-12 shows the degree of dispersion between the predicted value and the ob-
served value.  

It can be seen from the comparison of the (a) group images of the six different  
 

 
(a)                                        (b) 

Figure 7. Forecasts of the monthly Shanghai inbound tourist volume using GDFM-ARIMA: 
(a) the predicted series; and (b) the scatter of the predicted series. 
 

 
(a)                                        (b) 

Figure 8. Forecasts of the monthly Shanghai inbound tourist volume using GDFM-GM(1,1): 
(a) the predicted series; and (b) the scatter of the predicted series. 
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(a)                                        (b) 

Figure 9. Forecasts of the monthly Shanghai inbounds tourist volume using GDFM-FTS: 
(a) the predicted series; and (b) the scatter of the predicted series. 
 

 
(a)                                        (b) 

Figure 10. Forecasts of the monthly Shanghai inbound tourist volume using GDFM-SVM: (a) 
the predicted series; and (b) the scatter of the predicted series. 
 
prediction models that the predicted values of the ARIMA model show obvious 
convergence characteristics, and ARIMA has greater limitations in dealing with 
non-stationary time series. The prediction ability of the GM(1,1) model usually 
shows a large volatility, which is affected by the smoothness of the tourist vo-
lumes data series, the prediction effect of the GM(1,1) model seems to be less 
than ideal. FTS usually optimizes the uncertainty of data and solves fuzzy prob-
lems. When forecasting separately it often does not really work out well. SVM is 
a widely used forecasting model in tourism demand forecasting in recent years. 
However, the kernel function selection of SVM model is a very difficult problem, 
and it is computationally complex and often sensitive to data loss. The cubic ex-
ponential smoothing is based on an exponential smoothing model and a qua-
dratic exponential smoothing model. It is commonly used in China’s domestic  
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(a)                                        (b) 

Figure 11. Forecasts of the monthly Shanghai inbound tourist volume using GDFM-CES: 
(a) the predicted series; and (b) the scatter of the predicted series. 
 

 
(a)                                        (b) 

Figure 12. Forecasts of the monthly Shanghai inbound tourist volume using GDFM-DBN: (a) 
the predicted series; and (b) the scatter of the predicted series. 
 
tourism demand forecast because it has good predictive ability for seasonal time 
series. From the figure, the fitting effect of the cubic exponential smoothing and 
DBN is relatively trustworthy. 

The group image of (b) is a good representation of the degree of dispersion 
between the ideal prediction and the actual predictions of the six different mod-
els. The discrete trend of the DBN model is the most stable and the least discrete, 
that is, the predicted value of the DBN model is closely surrounding the actual 
value. Combining the final results of the (a) group image with the (b) group im-
age, we can conclude that the DBN has better predictive power than other models. 

4.6. Comparison of Different Forecasting Methods 

The comparison experiment was set up in two groups. The first group predicted 
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the tourist volumes without adding the composite search index, and the second 
group joined the Google search index to predict the tourist volumes. The results 
of both groups were evaluated by MAE, MAPE, RMSE, and R2 as shown in Table 
2. The MAE, MAPE, RMSE, and R2 values predicted by the first group of 
ARIMA models were 10.16828, 0.14032, 1.27639, and 0.62679, respectively; the 
MAE, MAPE, RMSE, and R2 values predicted by GM(1,1) were 8.47406, 0.1159, 
1.21326, and 0.63701, respectively; The MAE, MAPE, RMSE, and R2 values pre-
dicted by fuzzy time series are 7.77446, 0.11376, 0.99984, and 0.70957, respec-
tively; the MAE, MAPE, RMSE, and R2 values predicted by SVM are 7.95296, 
0.11417, 1.13246, and 0.74384, respectively; cubic exponential smoothing model 
prediction The MAE, MAPE, RMSE, and R2 values were 7.31596, 0.10397, 
0.99589, and 0.76065, respectively; the MAE, MAPE, RMSE, and R2 values pre-
dicted by DBN were 5.8507, 0.08417, 0.90995, and 0.80651, respectively. Ob-
viously, the evaluation indicators of the DBN model are better than other mod-
els, especially the values of MAE and MAPE are nearly half smaller than 
ARIMA, and the R2 value is also the closest to 1. 

Looking at the results of the second set of experiments, after joining the 
Google keyword search index, we used six different models to predict the tourist 
volumes as shown in Table 3. The MAE, MAPE, RMSE, and R2 values predicted 
by ARIMA after adding the search index are 10.40777, 0.15558, 1.30863, and 
0.64662, respectively; the MAE, MAPE, RMSE, and R2 values predicted by 
GM(1,1) are 7.03853, 0.09941, 0.85096, and 0.64336 respectively; MAE, MAPE, 
RMSE, and R2 values predicted by fuzzy time series are 8.02626, 0.10963, 
1.05467, and 0.72485, respectively; the MAE, MAPE, RMSE, and R2 values pre-
dicted by SVM are 6.28613, 0.09048, 1.00487, and 0.779, respectively; The MAE, 
MAPE, RMSE, and R2 values predicted by the smoothing model were 5.99157, 
0.084653, 0.91868, and 0.78252, respectively; the MAE, MAPE, RMSE, and R2 
values predicted by DBN were 5.04885, 0.071167, 0.65961, and 0.82518, respec-
tively. Compared with the results of the first set of experiments, it can be found 
that after adding the Google keyword search index, the MAE, MAPE, and RMSE 
values of GM(1,1), SVM, CES, and DBN are smaller than those when the search 
index is not added, also improved in R2. Obviously, the DBN model still main-
tains the most predictive performance, and the indicators are ahead of other fo-
recasting models. This shows that the DBN model does show a good forecasting  
 
Table 2. Forecasting performance evaluation of six models. 

 MAE (104) MAPR RMSE (105) R2 

ARIMA 10.16828 0.14032 1.27639 0.62679 

GM(1,1) 8.47406 0.1159 1.21326 0.63701 

FTS 7.77496 0.11376 0.99984 0.70957 

SVM 7.95296 0.11417 1.13246 0.74384 

CES 7.31596 0.10397 0.99589 0.76065 

DBN 5.8507 0.08417 0.90995 0.80651 
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Table 3. Forecasting performance evaluation of six models with search index. 

 MAE (104) MAPR RMSE (105) R2 

Index-ARIMA 10.40777 0.15558 1.30863 0.64662 

Index-GM(1,1) 7.03853 0.09941 0.85096 0.64336 

Index-FTS 8.02626 0.10963 1.05467 0.72485 

Index-SVM 6.28613 0.09048 1.00487 0.779 

Index-CES 5.99157 0.084653 0.91868 0.78252 

Index-DBN 5.04885 0.071167 0.65961 0.82518 

 
effect in terms of tourist volumes forecasting, and the Google search index can 
indeed optimize the forecast of tourist volumes. 

4.7. Stability Test and Granger Causality Test 

The granger causality test is to prove the effectiveness of Google keyword search 
data on tourism demand forecasting model. Before conducting the Granger 
causality test, we must first ensure that the tourist volumes sequence and the 
Google search index sequence are stationary. According to the unit root test re-
sults, the Google search index is stationary, at the 1% significance level (Table 
4). The tourist volumes sequence shows the non-stationary, state during the 
same period, so the differential processing has to be done. Under the 
second-order differential level, the tourist volumes sequence is stationary (Table 
5). Further, Granger causality test between variables is shown in Table 6. Ac-
cording to the results of the Granger causality test, Google search data is the 
cause of tourists’ travel behavior. Then it proves that the Google search index 
has predictive ability for inbound tourism in Shanghai. Therefore, it is feasible to 
use the search data to predict the tourism volumes. The tourism volumes se-
quence is recorded as Yt, and the keyword search index is recorded as It. 
 
Table 4. Augmented Dickey-Fuller unit root test on Google search index. 

  t-statistic Prob 

Augmented Dickey-Fuller test statistic  −4.447879 0.0002 

Test critical values: 1% level −3.467205  

 5% level −2.877636  

 10% level −2.575430  

 
Table 5. Augmented Dickey-Fuller unit root test on tourism volumes (2nd difference). 

  t-statistic Prob 

Augmented Dickey-Fuller test statistic  −12.42683 <0.0001 

Test critical values: 1% level −3.469933  

 5% level −2.878829  

 10% level −2.576067  
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Table 6. Standard granger causality tests. 

null hypothesis F-statistic Prob 

Yt does not Granger cause It 7.39027 0.0001 

It does not Granger cause Yt 3.06659 0.0295 

5. Conclusions 

Network technology is constantly upgrading, and has achieved good popularity, 
becoming an indispensable part of people’s daily lives. With the advent of the 5G 
era, web search may penetrate deeper into our daily lives, especially in terms of 
travel. The EEMD decomposition method adopted in this paper overcomes the 
large noise defects in the traditional index composite, making the keyword 
search index play the most important role in tourism demand forecasting. 
However, we have to admit that the selection of keywords is something we need 
to explore further, although it is now possible to use high-speed computers to 
extract keywords, and such methods will greatly improve the accuracy of key-
words, but this technology extremely high hardware requirements and therefore 
no universality. Accurately finding keywords that best reflect the motivation of 
tourist guests will further optimize the tourism demand forecasting model. Five 
comparative forecasting models selected in this paper are widely used in tourism 
demand forecasting. The maturity of artificial intelligence technology will also 
bring new opportunities and challenges to tourism demand forecasting. 

Tourism is a comprehensive industry that will not only be affected by force 
major such as weather, natural disasters, but also subjective factors such as poli-
tics, economy, culture and even religion. In the traditional forecast of tourism 
demand, the research using quantitative methods accounts for the majority, 
which also neglects the tourism behavior caused by people’s subjective con-
sciousness to some extent, and the keyword search data, reflects the subjective 
behavior of people. Although the keyword information has been applied to some 
extent, it is not deep enough. Therefore, accurate extraction of keywords and 
qualitative analysis is another challenging problem that we need to work hard to 
solve. 
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