
Modern Economy, 2019, 10, 1398-1418 
http://www.scirp.org/journal/me 

ISSN Online: 2152-7261 
ISSN Print: 2152-7245 

 

DOI: 10.4236/me.2019.105094  May 24, 2019 1398 Modern Economy 

 

 
 
 

The Effect of Economic Growth on Carbon 
Dioxide Emissions in Sub-Saharan Africa: 
Decomposition into Scale, Composition and 
Technique Effects 

Hilaire Nkengfack*, Hervé Kaffo Fotio, Serge Temkeng Djoudji 

LAREFA, Faculty of Economics and Management, University of Dschang, Dschang, Cameroon 

           
 
 

Abstract 

The objective of this paper is to decompose the effects of economic growth on 
carbon emissions into scale, composition and technique effects in a panel of 
23 Sub-Saharan African countries between 1996 and 2014. We combine static 
and dynamic panel estimation technique to quantile regression technique in 
order to bring out a detailed description of the relationship between carbon 
emissions and its determinants at different levels of carbon dioxide emissions. 
The results from static and dynamic estimations reveal that the expansion in 
the scale and the composition of the economy increase carbon emissions, 
while improvements in the technology are sufficient to reduce carbon emis-
sions. However, quantile regressions indicate that these three effects are he-
terogeneously distributed across the dioxide carbon emission levels, and the 
scale effect holds only at the lower quantiles. The results also indicate that fi-
nancial development, the size of population and the exports (as a percentage 
of GDP) have a positive effect on carbon emission, while imports (as a per-
centage of Gross Domestic Product) reduce it. 
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1. Introduction 

Since independence, Sub-Saharan African (SSA) countries have introduced sev-
eral reforms aimed at achieving high rates of economic growth or supporting 
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economic growth during economic slack. Looking at recent data, the gross do-
mestic product (GDP) in SSA countries increased remarkably from 634,279 G 
$ (constant 2010) in 1990 to 1749 T $ (constant 2010) in 2017, with an average 
growth rate of 3.73%. In spite of this positive economic growth, the region is still 
facing increasing challenges in terms of development outcomes. For instance, 
the region is mainly made up of least developed countries, with low human De-
velopment Indicators (HDI).1 Also, 20% of people in this region were undernou-
rished in 2015 and this was expected to rise to 22% in 2016 [1]. 

The quest for economic growth has been associated with an increase in the 
emissions of greenhouse gases, particularly carbon dioxide emissions. In fact, 
SSA countries faced a rapid increase in carbon emissions during the past two 
decades. According to the World Bank [2], the annual volume of carbon emis-
sions increased in SSA by 87.5% between 1990 and 2017. SSA recorded the third 
lager increase in carbon emissions behind the Middle East and North Africa and 
Asia, with an average increase of 225% and 196%, respectively between 1990 and 
2015 [3]. 

Although this region is responsible for less than 3% of world’s energy-related 
carbon emissions in 2015 [3], it is widely recognized that the region is less resi-
lient to the adverse effects of global warming than other developing regions. In 
fact, global warming has emerged as one of the critical challenges facing the hu-
man society. Greenhouse gas emissions (GHGs), especially carbon dioxide emis-
sions, are considered as a dominant contributor to global warming [4]. Among 
its consequences is the growing risk of catastrophic global climate change which 
threatens to weaken food production systems; increase the intensity and fre-
quency of droughts, floods, and fires; and undermine gains in development and 
poverty reduction [5]. Understanding the drivers of carbon emissions will help 
to implement effective policies to combat it. 

The impact of economic growth on environmental quality has been exten-
sively discussed in the economic literature during the past two decades. Gross-
man and Krueger [6] and the World Bank [7] hold that the relationship between 
economic growth and environmental degradation is described by an inverted 
U-shaped curve, known as the environmental Kuznets curve (EKC). According 
to the EKC, at low incomes, economic development is associated with environ-
mental degradation, while an inverse relationship is observed at high income le-
vels. A voluminous literature has tested the validity of the EKC in Sub-Saharan 
Africa. However, empirical results are mixed and inconclusive. A possible ex-
planation of the contradictions is that authors assess the EKC ignoring the im-
portance of structural effects that drive economic growth. 

In fact, the effect of economic growth on the environment is determined by 
the relative importance of the scale, composition and technique effects.2 To the 

 

 

1Only Gabon, Mozambique and South Africa are listed as high HD countries. Other are listed in the 
category of lower HD countries and most important, seventeen countries from SSA were listed in 
the top twenty of countries with lower HDI. 
2A detailed description of these effects is presented in the literature review. 
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best of our knowledge, this is the first study to decompose the effect of economic 
growth on carbon emissions into the scale, composition and technique effects in 
Sub-Saharan Africa context. Previous studies were carried out on a large sample 
of countries [8], a single country out of Africa [9] or on deforestation in the 
Congo Basin [10]. Complement to the three structural effects, we use additional 
variables in our models to account for omission variable bias as suggested by 
Ang [11]. Furthermore, we combine several estimation techniques to handle 
some econometric issues such as the endogeneity of our variables, the omitted 
variables bias and the non-normal distribution of the variables. To account for 
the first two issues, we use the Generalized Moments Method (GMM), while the 
quantile regression technique helps us to address the problem of the conditional 
distribution of CO2 emissions. Lastly, this is probably the first study that em-
ploys the quantile approach to decompose the environmental effect of economic 
growth into scale, composition and technique effects. 

The rest of the paper is organized in four main sections. Section 2 connects 
the study with previous literature on the subject, Section 3 discusses the data and 
the empirical approach, Section 4 presents the results and discussions and the 
last section, Section 5, presents the concluding remarks and the policy implica-
tions of the study. 

2. Literature Review 

The environmental effect of economic growth has attracted a special attention in 
the literature since the seminal works of Grossman and Krueger [6]. These au-
thors use three measures of air pollution to study the relationship between air 
quality and economic growth. The results show for two pollutants (sulfur dio-
xide and smoke) that concentrations increase with per capita GDP at lower level 
of the national income but decrease with GDP growth at higher levels of income. 
Based on this result, they conclude that the relationship between economic 
growth and environmental degradation is described by an inverted-U shaped 
curve or an Environmental Kuznets Curve (EKC).3 The EKC is similar to the 
original curve proposed by Simon Kuznets [12] concerning the relationship be-
tween income inequality and economic growth. 

Among the determinants of the EKC, Grossman and Krueger [6], Panayotou 
[13] and Copeland and Taylor [14] indicate that the rise and fall of the curve are 
explained by the combination of the three structural effects associated to eco-
nomic development: scale, composition and technique effects. From the studies 
by Brock and Taylor [15], Jobert and Karanfil [16] and Bakehe [10], these effects 
are summarized in the following equation: 

ˆ ˆ ˆ ˆ
n n

i i i i
i i

E Y s aπ ω= + +∑ ∑                        (1) 

 

 

3This appellation is attributed to Panayotou [13]. 
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where: Ê  is the amount of pollution, iπ  and iω  are the shares of the com-
position and technique effects in total pollutant emissions.  

Ŷ  represents the scale effect and captures the effect of a unit change in the 
volume of production on pollution. Assuming that the composition of output 
and the state of technology remain unchanged (that is ˆ ˆ 0i is a= = ), a unit in-
crease in the scale of the production will generate more and more pollution. 

ˆn
i ii sπ∑  is the composition effect or the structure of output. It captures the 

effect of a unit change in the output structure on the level pollutant emissions. In 
fact, the composition effect has damaging impacts on the environment when 
economies move from agricultural to industrial-based goods, while the impact 
on the environment is positive when the economies move from industry to ser-
vice-based goods and services. 

ˆn
ii iaω∑  is the technique effect and captures the effect of technological 

progress on the environment. In fact, any improvement of the technical coeffi-
cients will result in a deceleration of the rate of increase of environmental de-
gradation. Moreover, the putting in place of rigorous environmental regulations 
due to the awareness of the public to environmental problems will also lead to a 
reduction in environmental degradation. 

Figure 1 presents the dynamic relationship between structural change and the 
environmental quality. It is observed that at lower income levels (left-side of 
Figure 1), the technique effect is dominated by the scale and composition ef-
fects. In this stage, economic growth is conducted by pollution-intensive activi-
ties such as agriculture and the industrial sectors. However, the reverse effect is 
observed at higher income levels (right-side of Figure 1) where the scale effect is 
dominated by the combination of the composition and technique effects. This 
results from the improvement in technique of production and the shift from the 
industrial sector to the tertiary sector, which is less pollution-intensive than the 
industrial sector. 
 

 
Figure 1. Structural change and the EKC. Source: Adapted from Stern [17]. 
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Figure 2 summarizes the expected signs associated to overall effects economic 
growth on the environmental quality. It should be noted that the scale effect is 
always associated to an increase in the pollution level (positive sign), while the 
composition effect has mixed effects depending on the capital intensity of eco-
nomic growth. In fact, if higher capital intensity is associated with more pollu-
tion-oriented industries, then any increase in the composition will generate 
more pollution. Otherwise, the resulting effect will be negative. The technique 
effect reflects the changes in production methods that usually reduce emissions 
per unit of output, and therefore we expect a negative slope over all income le-
vels. The net effect of economic growth will therefore be determined by the re-
spective weights of the scale, composition and technique effects and could be ei-
ther positive or negative. 

 

 
Figure 2. Decomposition of environmental impacts into scale, composition and tech-
nique effects. Source: Constructed by authors. 

 
At the empirical level, a large number of studies have investigated whether the 

theoretical predictions on the structural effects hold. The literature on the topic 
is segmented into two strands. The first strand is made up of studies aimed at 
exploring the EKC hypothesis. Authors use different functional specifications, 
time periods, countries or regions and econometric techniques to investigate the 
EKC. Different results are found: a monotonic increasing relationship, a mono-
tonic decreasing relationship, an inverted U-shaped relationship, a U-shaped re-
lationship, an N-shaped relationship and an inverted N-shaped relationship.4 
Table 1 summarizes some recent studies on the relationship between economic 
growth and environmental degradation. 

Contrary to previous literature in which authors used quadratic or cubic 
models to assess the dynamic effect of economic growth on the environment, 
authors of the second strand of the literature used to decompose the environ-
mental effect of economic growth into scale, technique and composition effects. 
The main advantage of this decomposition is that it helps to better understand 
the specific effects of economic growth on the environment. For instance, Pa-
nayotou [13] examines the decomposed effect of economic growth on SO2 concen-
trations in a reduced-form of EKC model. He uses GDP per square kilometer, 
GDP per capita, and the share of industry in GDP as proxies of scale, technique,  

 

 

4For a more detailed literature review of the empirical assessment of the EKC hypothesis, see Mar-
dani et al. [27], Sarkodie and Strezov [28], Kaika and Zervas [29], Dinda [30]. 
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Table 1. Recent literature on the ECK hypothesis. 

Authors 
(year) 

Sample 
(Period) 

Environmental 
variables 

Econometric 
specification 

Estimation  
technique (s) 

Results 

Selected studies that confirm the EKC 

Pata [18] 
Turkey 

(1974-2014) 
CO2 emissions Quadratic 

ARDL, FMOLS  
and CCR 

ECK is valid with turning 
points between 13,523 and 

14,077 USD 

Hanif [19] 
34 SSA countries 

(1995-2015) 
CO2 emissions Quadratic System GMM EKC is confirmed 

Ahmad et 
al. [20] 

India 
(1971-2014) 

Aggregated and 
disaggregated CO2 

Quadratic 
ARDL bounds  

testing and  
causality test 

Confirmed for aggregated and 
disaggregate CO2 indicators 

Heidari et 
al. [21] 

Five ASEAN countries: 
Indonesia, Malaysia,  

Philippines, Singapore  
and Thailand 

Carbon dioxide  PSTR 
EKC is supported for the 

panel. 

Selected studies that reject the EKC 

Zoundi 
[22] 

25 SSA countries 
(1980-2012) 

CO2 emissions Quadratic 
Dynamic OLS, Syst 
GMM, DFE, MG, 

PMG 

Monotonic increasing  
relationship. 

Abid [23] 
23 SSA African countries 

(199-2010) 
CO2 emissions Quadratic 

Static (Pooled OLS, 
RE, FE) and  

dynamic (diff  
GMM, syst GMM 
and LSDVC) panel 

techniques 

Monotonic increasing  
relationship. 

Allard et 
al. [24] 

74 countries 
(1994-2012) 

CO2 emissions Cubic Quantile regression N-shaped relationship. 

Selected studies that provided mixed results 

Keho [25] 

59 countries from different 
regions and periods: 

SSA and MENA 
(1976-2011) 

America, Asia and Europe 
(1971-2011) 

CO2 emissions Quadratic Quantile regression 

EKC is confirmed for SSA, 
American and European 
countries at all quantiles. 

EKC is valid for Asian and 
MENA countries only at 

lower levels of CO2 emissions. 

Alam et al. 
[26] 

Brazil, China, India and 
Indonesia (1970-2012) 

CO2 emissions 
Linear and  
quadratic 

ARDL bounds  
testing 

EKC is confirmed only in 
Brazil, China and Indonesia 

and rejected for India. 

Notes: ARDL stands for Autoregressive Distributed Lag, FMOLS for Fully Modified Least Squares, CCR for canonical cointegrating regression, Diff and syst 
GMM for difference and system Generalized Method Moments, OLS for Ordinary Least Squares, LSDVC for Least Squares Dummy variables, RE is random 
effects model, FE is fixed effects model, PSTR is panel Smooth Transition Regression, MENA is Middle East and North Africa, SSA is Sub-Saharan Africa. 
Source: Authors’ construction from the literature. 

 
and composition effects respectively. The results reveal that sulfur dioxide (SO2) 
concentrations decrease with the technique effect, while the scale and composi-
tion effects increase SO2 concentrations. 

Tsurumi and Managi [8] use a semi parametric method of generalized addi-
tive models to decompose the determinants of environmental quality into scale, 
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technique and composition effects. They use three proxies of environmental de-
gradation to conduct their study, namely SO2 emissions, CO2 emissions and 
energy use. Three main results are obtained: 1) economic expansion, through the 
scale effect has a negative impact on the environment; 2) the composition effect 
(measured by the capital-labor ratio) has a nonlinear impact on the environ-
ment; and 3) the impact of technique effect is heterogeneous, depending on the 
proxy of environment. In fact, they conclude that the technique effect is sufficient 
to reduce SO2 emissions, while its effect is not enough to reduce CO2 emissions 
and energy use, except for the case of CO2 emissions in high-income countries. 

Ling et al. [9] investigate the trade-environment relationship in Malaysia us-
ing time series data from 1970 to 2011. They decompose the effects of trade into 
scale, technique, composition and comparative advantage effects. Their results 
indicate that expansion in the scale of the economy increases CO2 emissions 
while the composition and technique effects moderate CO2 emissions. Also, they 
find that the comparative advantage effect increases carbon emissions. 

Bakehe [10] decomposes the effects of the EKC for deforestation in the Congo 
Basin using a Kernel Non parametric regression approach. The results show that 
the scale and composition effects tend to increase deforestation rates in the se-
lected countries. However, the technique effect does not hold, implying that im-
provements in technology lead to additional deforestation. The author attributes 
such a result to the fact that improvements in technical efficiency also improve 
the capacities of transformation of wood in the Congo Basin and the extension 
of arable land. This in turn, counterbalances the expected positive effect of 
technological progress in the sector. 

To contribute to the literature on the effect of economic growth on carbon 
emissions in SSA, we decompose the economic growth into the scale, composi-
tion and technique effects. Also, in order to avoid omitted variable bias as sug-
gested by Ang [11], we introduce size of the population, financial development, 
exports and imports as additional determinants of carbon emissions in this re-
gion. Unlike previous studies, we use several economic techniques to check the 
robustness of our results. 

3. Empirical Framework 

3.1. Data and Definition of Variables 

This study aims at decomposing the effects of economic growth on carbon emis-
sions in the following Sub-Saharan African countries: Angola, Benin, Botswana, 
Cameroon, Democratic Republic of Congo (DRC), Congo, Eritrea, Eswantini, 
Gabon, Kenya, Madagascar, Mali, Mauritius, Mozambique, Namibia, Nigeria, 
Rwanda, Senegal, South Africa, Sudan, Tanzania, Togo and Uganda. Due to data 
constraints, we use annual observations on each country over the 1996-2014 pe-
riod. The said data is retrieved from the World Development Indicators [2]. 

The dependent variable is the level of carbon emissions in each country in kt. 
According to the World Bank’s official definitions, CO2 emissions are “those 
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stemming from the burning of fossil fuels and the manufacture of cement. They 
include carbon dioxide produced during consumption of solid, liquid, gas fuels 
and gas flaring”. 

Several variables have been used in the literature as proxy for the scale, com-
position and technique effects. Table 2 provides a description of variables gen-
erally used as such in the literature. 

In this study, GDP per kilometer square is used as indicator of the scale ef-
fects. Given that the areas (in km2) of countries are fixed, increases in the value 
of GDP per kilometer square are automatically associated to expansion of eco-
nomic activity. Based on theoretical predictions, the scale effect has a negative im-
pact on the environment, and therefore we expect a positive value of it coefficient. 

The capital-labor ratio serves as proxy for the composition or the structure of 
the economy. The expected sign of it coefficient is positive or negative. In fact, 
the composition effect leads to more pollution when higher capital intensity is 
associated with more pollution-oriented industries while the opposite effect is 
observed when higher capital intensity is associated to less pollution intensive 
activities. 

Unlike the above mentioned literature, we use the energy intensity of the GDP 
as the proxy of the technique effect5. Energy intensity is the ratio between energy 
supply and gross domestic product measured at purchasing power parity. Ener-
gy intensity (EI) is an indication of energy efficiency or energy productivity and 
a lower ratio of EI indicates that less energy is used to produce one unit of out-
put. Therefore, we implicitly assume that the technique effect is accompanied by 
reduction in the energy intensity, which in turn contributes to cub CO2 emissions. 

A set of control variables is introduced in our econometric specification to 
avoid variable omissions bias. They include: financial development, captured by 
domestic credit to private sector in % of GDP (see Shahbaz et al. [33]; Abid [23];  
 
Table 2. Selected proxies of scale, composition and technique effects used in the literature. 

Authors 
(year of the study) 

Proxy of… 

Scale effect Composition effect Technique effect 

1) Panayotou [31] 
GDP per square 

km 
Industry share in 

GDP 
Per capita GDP 

2) Antweiler et al. [32] 
GDP per square 

km 
Capital-labor ratio Per capita GDP 

3) Tsurumi and  
Managi [8] 

Real GDP Capital-labor ratio Per capita GDP 

4) Ling et al. [9] Per capita GDP Capital-labor ratio 
Square of per capita 

GDP 

5) Bakehe [10] Per capita GDP Capital-labor ratio GDP per square km 

Source: authors’ construction from the literature. 

 

 

5Energy is indispensable output, which unfortunately accounted is cited as the main contributor to 
carbon emissions. Improving energy efficiency, through technological progress will help to slow 
down carbon emissions. 
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Boutabba [34]; Shahbaz et al. [35]); population size (see Cole and Neumayer 
[36]; Sadorsky [37]; Liddle [38]); export and import of goods and services in 
share of GDP (see Jebli et al. [39]; Al-Mulali et al. [40]). 

Table 3 presents an overview of the summary statistics for the variables in-
cluded in our econometric model. The skewness values indicate that the distri-
butions of all variables are right skewed. Kurtosis values show that the distribu-
tions of all variables are more concentrated than the normal distribution. The 
Jarque-Bera test denotes that our variables are non-normally distributed. 

The correlations between the variables are presented in Table 4. It should be 
noted that the maximum value of the correlation coefficient is 0.59, which is be-
low the value of 0.7 generally used as the rule of thumb for high correlation. This 
suggests that neither collinearity nor multicollinearity is considered as a concern 
in our data. 

The Variance Inflation Factor (VIF) (see Table 5) is also performed to test 
collinearity between our variables. The maximum VIF is 3.39 for the composi-
tion effect and is largely lower than the threshold value of 10 generally used the 
literature. This confirms that our model does not suffer neither from collinearity 
nor multicollinearity. 
 

Table 3. Descriptive statistics. 

Variable Obs Mean Std. Dev. Min Max Skewness Kurtosis Jarque-Bera 

CO2 437 26,187.54 88,499.86 341.031 503,112.4 4.260 20.03 6439.62*** 

Scale 434 490,818.2 1,663,023 9338.322 1.13e+07 1.52 4.44 202.22** 

Composition 434 1487.872 2122.723 508.6044 13,049.03 2.48 9.48 1155.56*** 

Technique 437 8.009651 5.734748 1.91032 35.90422 1.99 7.31 612.33** 

Fd 430 23.38914 29.03755 0.4913875 160.1248 2.92 11.60 1923.06** 

Pop 434 2.28e+07 3.03e+07 981,764 1.76e+08 2.83 12.11 2045.03*** 

Exp 430 39.67941 16.64399 11.3097 87.38375 0.82 2.86 48.26** 

Imp 430 33.99639 19.62321 4.428757 89.68583 0.79 3.04 44.49** 

Note: ***, ** and * denotes rejection of the null hypothesis of non-normal distribution of the variables at 1%, 5% and 10%, respectively; variables are taken 
before the introduction of the natural logarithm. Source: Authors’ construction from the World Development Indicators (2017). 

 
Table 4. Correlation matrix. 

 CO2 Scale Composition Technique fd Pop exp imp 

CO2 1.0000        

Scale 0.3142 1.0000       

Composition 0.3776 0.3287 1.0000      

Technique 0.1020 −0.1465 −0.5713 1.0000     

Fd 0.4131 0.4846 0.4411 −0.2252 1.0000    

Pop 0.5217 −0.1032 −0.4594 0.5339 −0.1902 1.0000   

Exp 0.1513 0.1460 0.5803 −0.3820 0.1617 −0.4303 1.0000  

Imp −0.2944 0.0958 0.1950 −0.2780 0.3179 −0.5805 0.5947 1.0000 

Note: variables are in the log form. 
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Table 5. VIF analysis. 

Variable VIF 1/VIF 

Composition 3.39 0.2946 

Import 3.17 0.3151 

Export 2.99 0.3343 

Pop 2.29 0.4327 

FD 2.00 0.4998 

Technique 1.73 0.5789 

Scale 1.35 0.7405 

Source: Authors’ calculations. 

3.2. Equation and Estimation Techniques 

This study uses three panel estimation techniques to decompose the effects of 
economic growth on carbon emissions in SSA countries. Firstly, it uses static 
panel techniques (Ordinary Least Squares, random effects model, fixed effects 
model and Generalized Least Square). Secondly, it uses the dynamic panel speci-
fication (difference and system GMM). The first two estimation techniques serve 
as benchmark as they provide a mean value of the coefficients, while the quantile 
regression method is robust to the outlier and gives the researcher a more com-
plete picture of the effects of the independent variables on the dependent varia-
ble (Binder and Coad [41]). The implementation procedures of these techniques 
advantages are described below. 

3.2.1. Static Panel Technique 
Following Panayotou [13], we adopt the following reduced-form model: 

2 0 1 2 3 4 5

6 7

it it it it it it

it it i t it

co scal comp tech fd pop
exp imp

α α α α α α
α α λ ν ε

= + + + + +

+ + + + +
        (2) 

where 1, , 23i = 
 refers to countries, 1996, , 2014t = 

 is the study period. 
CO2 is carbon emissions in kt, scal is GDP per km2, comp is the capital labor ra-
tio, tech is the technique effect captured by the energy intensity, fd is domestic 
credit to the private sector as a percentage of GDP, pop is the population size (in 
million), exp is the export of goods and services (as a percentage of GDP) and 
imp is import of goods and services (as a percentage of GDP). αj ( 1, ,7j =  ) are 
the eslaciticies to be estimated, λi is the country fixed effect, νt is the time fixed 
effect and εit is the error term. Note that all the variables are taken in natural log 
in order to avoid heteroskedasticity. 

Equation (2) is estimated by traditional techniques, using Ordinary Least 
Squares (OLS), Fixed-effects model (FE) and Random effects model (RE). The 
selection of the appropriate model between FE and RE is done using the Haus-
man specification test. Several diagnostic tests are carried out in order to validate 
the results. Among these, we have the Wooldridge test for serial autocorrelation 
and the Breusch-Pagan LM test for heteroskedasticity. 

https://doi.org/10.4236/me.2019.105094


H. Nkengfack et al. 
 

 

DOI: 10.4236/me.2019.105094 1408 Modern Economy 

 

3.2.2. Dynamic Panel Estimation Technique 
The main drawback of static estimators (OLS, RE and FE) is that the results are 
biased if an explanatory variable is correlated with an unobserved component of 
the dependent variable. Other research issues with static panel specifications in-
clude the potential endogeneity of some explanatory variables resulting from 
simultaneity bias, measurement errors, and the risk of omitted variables (Asiedu 
and Lien [42]). To overcome these issues, we adopt a dynamic specification of 
Equation (2) as follows: 

2 0 2 1 1 2 3 4

5 6 7

it it it it it it

it it it i t it

co co scal comp tech fd
pop exp imp

α θ α α α α
α α α λ ν ε

−= + + + + +

+ + + + + +
       (3) 

where CO2it-1 is the lagged value of carbon emissions, all the other variables re-
main the same as in Equation (2). To estimate Equation (3), we refer to differ-
ence GMM of Arellano and Bond [43] and the system GMM of Arrelano and 
Bover [44] and Blundell and Bond [45]. Such techniques are powerful to handle 
endogeneity of variables and the simultaneity bias. However, the validity of the 
GMM estimators depends on the absence of the second order autocorrelation 
(AR (2)) and the validity of the instruments.  

3.2.3. Quantile Regression Approach 
Despite their advantages, estimations based on OLS, FE, RE and GMM tech-
niques could lead to incorrect results (Cade and Noon [46]). In fact, convention-
al econometric approaches provide information on the mean value of the coeffi-
cients and do not describe the conditional distribution of the dependent varia-
ble. To account for such a distribution, we refer to the quantile regression tech-
nique, initially introduced by Koenker and Basset [47] and improved by Koenker 
and Machado [48] and Koenker and Hallock [49]. The advantage of this method 
lies in the fact that it considers the heterogeneity in the distribution of the de-
pendent variable and provides a more comprehensive picture as it models the 
relationships at specific quantiles of the dependent variable. 

Given a vector xi of explanatory variables, the conditional quantile of a de-
pendent variable yi is expressed as follows: 

( ) T,
ity i i i it TQ x xτ α α β= +                       (4) 

From Equation (4), we formulate the following fixed effect quantile for this 
study: 

( )2 1 2 3 4

5 6 7

,
itCO it i i it it it it

it it it

Q x scal comp tech fd

pop exp imp
τ τ τ τ

τ τ τ

τ α α β β β β

β β β

= + + + +

+ + +
       (5) 

where τ is a quantile in (0, 1), ( )2
,

itco it iQ Xτ α  is the τth conditional quantile 
function, Xit (1, sacl, comp, tech, fd, pop, exp, imp) is a vector representing our 
explanatory variables. 

However, our Equation (3) present two problems. Firstly, it provides incons-
tant estimators when the quantity of cross-sectional units closes to infinity, while 
the quantity of observations for each cross section-section is fixed (Kato and 
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Galvao [50]). Secondly, Canay [51] suggested that it is not possible to use the 
standard econometric techniques to eliminate the unobserved fixed-effect. 

To account for such econometric issues, we use the shrinkage method of 
Koenker [52]. This method consists of minimizing an asymmetrically weighted 
sum of absolute residuals or a penalized quantile regressor, described as follows: 

( ) ( )( )
( )
( )

( )
1, ,

1, ,

T
21, ,1, , 1 1 1 1

1ˆ arg min
it

i i n
k k q

n T K n

k i k it k i ii nk q i t k i
co x

n
τ

τ τ τ
α
β

β α ρ β α λ α
=

=

== = = = =

= − − +∑∑∑ ∑








 (6) 

where ( )( )0
k ku Iτρ τ α= − ≤  is the standard quantile loss function and λ the 

turning parameter that shrinks the individual effects toward zero to improve the 
performance of the estimate of β. Following Koenker and Bassett [53], we test 
the parameter heterogeneity using the F-Test, which helps to determine if the 
slopes or the elasticities are equals across different quantiles.6 Finally, all the pa-
rameters are estimated through the Stata 12.0 software. 

4. Results and Discussions 

In this section, we report and discuss the empirical results obtained from the es-
timation of our equations. 

4.1. Benchmark Results: Static and Dynamic Panel Analysis 

The results of static and dynamic panel estimations are reported in Table 6. The 
Hausman test is used in order to select the appropriate specification between the 
FE and the RE models. The Hausman test yields a chi-square value of 9.49 with a 
p-value of 0.2194, indicating that the REM is appropriate. However, the 
Breusch-Pagan LM test for heteroscedasticty and the Wooldridge test for auto-
correlation indicate that the REM errors are heteroskedastic and autocorrelated. 
Such an issue is corrected through the GLS estimator as suggested in the litera-
ture. Regarding the GMM, the p-value associated to the Sargan and Hansen sta-
tistics exceed the conventional significance level of 0.05, showing that our in-
struments are valid. In addition, the null hypothesis of the absence of second 
order correlation of the residuals (AR [2]) is rejected both for diff and syst 
GMM.7 

Our results show that the expansion of the economy or the scale effect is asso-
ciated to an increase in carbon emissions. The impact is significant for all the 
specifications except for the system GMM where the impact is positive but 
non-significant. The result is in line with Turumi and Managi [8] and Ling et al. 
[9]. 

With regard to the composition effect, the results show that an increase in the 
capital-labor (KL) ratio leads to more carbon emissions in SSA. In fact, the  

 

 

6The null hypothesis of slope homogeneity ( ,i i i jτ τβ β ∀ ≠= ) is tested against the alternative hypo-

thesis of slope heterogeneity ( ,i i i jτ τβ β ∀ ≠≠ ), where iτ and τj refer to the ith and jth quantiles, re-
spectively. 
7Based on the diagnostic checking, our interpretations are based only on the OLS, GLS, Diff and Syst 
GMM. 
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Table 6. Results from static and dynamic panel. 

Variables 
Static panel Diff GMM Syst GMM 

OLS FE RE GLS One step Two steps One step Two steps 

CO2(−1)     
−0.0393 
(0.0691) 

0.00966 
(0.231) 

0.434* 
(0.254) 

0.569*** 
(0.195) 

Scale 
0.0542** 
(0.0226) 

0.744*** 
(0.118) 

0.354*** 
(0.0639) 

0.0542** 
(0.0224) 

1.179*** 
(0.253) 

1.023*** 
(0.301) 

0.0430 
(0.0294) 

0.00499 
(0.0447) 

Composition 
0.562*** 
(0.0387) 

−0.0252 
(0.0370) 

0.0843** 
(0.0355) 

0.562*** 
(0.0384) 

0.193** 
(0.0888) 

0.135*** 
(0.0455) 

0.255** 
(0.125) 

0.239** 
(0.104) 

Technic 
0.305*** 
(0.0612) 

0.308*** 
(0.0629) 

0.197*** 
(0.0593) 

0.305*** 
(0.0606) 

0.742*** 
(0.149) 

0.637*** 
(0.141) 

0.385 
(0.241) 

0.357 
(0.226) 

Fd 
0.609*** 
(0.0415) 

0.254*** 
(0.0340) 

0.288*** 
(0.0351) 

0.609*** 
(0.0411) 

0.175* 
(0.104) 

0.0772* 
(0.0401) 

0.328*** 
(0.112) 

0.312** 
(0.139) 

Pop 
0.864*** 
(0.0307) 

0.276 
(0.167) 

0.667*** 
(0.0727) 

0.864*** 
(0.0304) 

−0.358 
(0.466) 

0.0927 
(0.283) 

0.277*** 
(0.0818) 

0.206** 
(0.0759) 

Exp 
0.761*** 
(0.0755) 

0.126*** 
(0.0481) 

0.168*** 
(0.0510) 

0.761*** 
(0.0748) 

0.173 
(0.160) 

0.0741 
(0.0862) 

0.491** 
(0.194) 

0.355 
(0.232) 

Imp 
−0.809*** 

(0.116) 
0.116** 
(0.0572) 

0.00721 
(0.0598) 

−0.809*** 
(0.115) 

−0.631* 
(0.358) 

−0.264* 
(0.131) 

−0.420** 
(0.213) 

−0.428** 
(0.205) 

Const 
−11.83*** 

(0.828) 
−6.714*** 

(1.713) 
−8.893*** 

(1.042) 
−11.83*** 

(0.820) 
  

−3.670* 
(1.919) 

−2.533* 
(1.281) 

Obser 423 423 423 423 377 377 402 402 

Pays 23 23 23 23 23 23 23 23 

Instr     21 14 14 15 

Diagnostic check         

R2 0.868 0.750 0.741      

Hausman Prob   
9.49 

0.2195 
     

Wooldridge test 
(Pvalue) 

  
28.624 
(0.000) 

     

Breusch-Pagan LM 
test (Pvalue) 

  
1261.59 
(0.000) 

     

AR1     0.348 0.752 0.0251 0.0195 

AR2     0.171 0.212 0.214 0.435 

Sargan     0.332 0.140 0.501 0.252 

Hansen     0.308 0.442   

Notes: Standard errors in parentheses; Variables are in natural logarithm; ***significance at 1%; **significance at 5%; *statistical significance at 10%. 
Source: Authors’ calculations. 

 
estimated elasticity of carbon emissions with respect to the capital-labor ratio is 
between 0.135% and 0.535% and significant. This suggests that increase in the 
KL ratio is associated with increase in the pollution-oriented activities in SSA, 
which lead to more carbon emissions. This result contrasts with the findings of 
Tsurumi and Managi [8] and Ling et al. [9], but is consistent with those of Cole 
and Elliott [54] whose find that the composition effect is positively related to 
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carbon emissions. 
The elasticity of carbon emissions with respect to energy intensity or tech-

nique effect is positive and statistically significant. This suggests that improve-
ment in energy intensity will reduce carbon emissions in SSA. In fact, the esti-
mated elasticity of carbon emissions with respect to the technique effect falls 
between 0.197 and 0.742, suggesting that a 1% improvement in the energy inten-
sity8 contributes to a reduction of carbon emissions between 0.197% and 0.742%. 
This result suggests that adoption of cleaner energies or more efficient energy 
sources will reduce carbon emissions in SSA countries. 

For the control variables, except the share of imports in the GDP which has a 
negative effect on carbon emissions, the effects of the remaining variables are 
positive and significant. In fact, an increase in the amount of private credit to the 
economy (as a percentage of GDP) leads to an increase in carbon emissions. 
This result is robust for static and dynamic panel frameworks, and indicates that 
private credit to economy tend to increase the production capacity, which in 
turn lead to more pollution. This finding contrasts with Shahbaz et al. [33] who 
find that financial development reduces carbon emissions in South Africa, and 
consistent with Shahbaz et al. [35] and Boutabba [34] for India. 

Also, an increase in the population size leads to more carbon emissions; how-
ever its effect is significant only for OLS, GLS and system GMM estimators. In 
fact, an increase in the population size is coupled with the increase in the con-
sumption of conventional energies (electricity from coal, oil and natural gas), 
which leads to more pollution. This is in conformity with Liddle [38], Sadorsky 
[37], Cole and Neumayer [36] whose studies show that an increase in population 
size is associated to more pollution. 

Finally, an increase in the ratio of exports to GDP in percentage increases 
carbon emissions by 0.128 to 0.761 units while the increase in the imports (as 
percentage of GDP) reduces carbon emissions by 0.26 to 0.809 units. This sug-
gests that the composition of trade plays an important role in the explanation of 
carbon emissions. For instance, exports of primary goods (petroleum product 
and other raw materials) increase carbon emissions while the imports of machi-
nery, equipment and manufactured goods reduce it. These results are consistent 
with Jebli et al. [39] for a panel of 24 sub-Saharan Africa countries over the pe-
riod 1980-2010, but contrasts with Al-Mulali et al. [40] who find that exports 
have non-significant impact on carbon emissions in Vietnam while imports have 
a positive and significant effect on CO2. 

4.2. Alternative Estimations with Quantile Regression 

Table 7 shows the results of the quantile regression. In our study, we choose 
nine quantiles (10th, 20th, 30th, 40th, 50th, 60th, 70th, 80th and 90th) and divide these 
quantiles into three segments, namely, the lower quantile (10th, 20th, 30th and  

 

 

8As stated earlier, it is assumed that the technology improvement is associated to a reduction of 
energy intensity. 
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Table 7. Quantile regression results. 

Indep 
Var 

Quantile regression 

10th 20th 30th 40th 50th 60th 70th 80th 90th 

Scal 
0.108*** 
(0.0314) 

0.0497** 
(0.0241) 

0.0354 
(0.0241) 

0.0256 
(0.0244) 

−0.0149 
(0.0311) 

−0.00484 
(0.0317) 

−0.00988 
(0.0472) 

−0.0400 
(0.0722) 

−0.0834* 
(0.0491) 

Comp 
0.617*** 
(0.0897) 

0.526*** 
(0.124) 

0.568*** 
0.0555) 

0.538*** 
(0.0566) 

0.537*** 
(0.0462) 

0.561*** 
(0.0366) 

0.593*** 
(0.0659) 

0.636*** 
(0.0728) 

0.636*** 
(0.0866) 

Tech 
0.489*** 
(0.0811) 

0.392** 
(0.185) 

0.294** 
(0.128) 

0.248** 
(0.107) 

0.239*** 
(0.0757) 

0.319*** 
(0.0987) 

0.381*** 
(0.133) 

0.425*** 
(0.0939) 

0.330** 
(0.134) 

Fd 
0.616*** 
(0.190) 

0.611*** 
(0.0763) 

0.551*** 
(0.0532) 

0.547*** 
(0.0672) 

0.630*** 
(0.0826) 

0.705*** 
(0.0822) 

0.737*** 
(0.0961) 

0.639*** 
0.0702) 

0.600*** 
(0.0741) 

Pop 
0.819*** 
(0.115) 

0.824*** 
(0.0596) 

0.851*** 
(0.0470) 

0.832*** 
(0.0412) 

0.823*** 
(0.0460) 

0.862*** 
(0.0296) 

0.883*** 
(0.0364) 

0.945*** 
(0.0440) 

0.996*** 
(0.0446) 

Exp 
0.870*** 
(0.158) 

1.074*** 
(0.183) 

0.777*** 
(0.119) 

0.665*** 
(0.153) 

0.678*** 
(0.0935) 

0.670*** 
(0.113) 

0.702*** 
(0.163) 

0.630*** 
(0.156) 

0.603*** 
(0.147) 

Imp 
−0.971*** 

(0.284) 
−1.004*** 

(0.252) 
−0.778*** 

(0.146) 
−0.734*** 

(0.197) 
−0.850*** 

(0.124) 
−0.868*** 

(0.136) 
−0.902*** 

(0.149) 
−0.713*** 

(0.180) 
−0.635*** 

(0.187) 

Const 
−12.97*** 

(2.794) 
−11.86*** 

(2.249) 
−11.68*** 

(1.698) 
−10.64*** 

(1.341) 
−9.723*** 

(1.223) 
−10.77*** 

(0.635) 
−11.30*** 

(1.096) 
−12.32*** 

(1.193) 
−12.34*** 

(0.991) 

Obs 423 423 423 423 423 423 423 423 423 

Notes: Bootstrapped standard errors in parentheses; Variables are in natural log; ***significance at 1%; **significance at 5%; *statistical significance at 10%. 
Source: Authors’ calculations. 

 
40th), the median (50th) and the upper quantile (60th, 70th, 80th and 90th). The 
standard errors are obtained through the bootstrapping approach, and the Boot-
strap procedure usually performs well in the calculation of covariance matrix es-
timates and confidence intervals. From Table 7, we can easily observe that the 
impacts of the scale, composition and technique effects are heterogeneously dis-
tributed among the percentiles. This suggests that the use of quantile regression 
framework is appropriate in this study. 

Regarding the effect of the scale of the economy, the result show that an in-
crease in the scale of the economy has a positive effect on CO2 emissions only at 
the lower quantiles, the impact of the scale in the remaining percentiles being 
negative. However, the positive effect of the scale is significant only at the 10th 
and 20th percentiles, suggesting that an expansion in scale of the economy in-
creases carbon emissions at lower percentiles. The elasticity of CO2 with respect 
to scale at the 90th percentile is negative and significant, suggesting that the scale 
effect tends to reduce CO2 in countries with higher CO2 levels. This final result is 
contrary to the theoretical prediction on the importance of the scale effect which 
assumes that the scale effect is associated to more pollution. Also, the composi-
tion or structure of the production has a positive and significant effect on carbon 
emissions from the lower to the upper quantile. However, the elasticities of car-
bon emissions with respect to composition are highest in the 10th and 90th per-
centiles. Finally, improvements in energy intensity, used as proxy of technique 

https://doi.org/10.4236/me.2019.105094


H. Nkengfack et al. 
 

 

DOI: 10.4236/me.2019.105094 1413 Modern Economy 

 

effect, have a negative and significant impact on carbon emissions, and this im-
pact is significant for all quantiles. In fact, a 1% improvement in energy intensity 
will reduce carbon emissions by 0.489% at the 10th quantile, by 0.239% at the 
median and 0.330% at the 90th quantile. The results on composition and tech-
nique effects are consistent with those of the static and dynamic panel. 

As regards the control variables, our results reveal that an increase in the fi-
nancial development indicator is associated to an increase in the level of pollu-
tion. This result is consistent across the different percentiles. Also, an increase in 
the size of the population also has a significant effect on carbon emissions, the 
highest elasticity is observed for the 90th percentile. This suggests that increase in 
the population size increases CO2 emissions, the effect being stronger at the 
highest percentile. The share of exports in the GDP has a positive and significant 
impact on carbon emissions from the 10th to the 90th percentile. This implies that 
a unit increase in exports has a detrimental impact on environment. Finally, and 
this is consistent with static and dynamic panel results, a unit increase in the 
share of imports (as a percentage of GDP) tends to lower carbon emissions both 
at the lowest and the highest percentiles. 

However, it remains important to check for the heterogeneity of the slopes 
associated to each quantile. In fact, we conduct the F-test of parameter hetero-
geneity, were the slope at the 10th quantile is tested against the median (50th 
quantile) and the highest quantile (90th), and the slope of parameter at the me-
dian is tested against the highest quantile. Results are reported in Table 8. 

The F-test results do not support the null hypothesis of homogeneity of para-
meter for scale, composition, technique and population size. This clearly shows 
that it was important to account for the conditional distribution of carbon emis-
sions in our study. 
 
Table 8. Test for slope heterogeneity of the percentiles. 

Variables 
(1) (2) (3) 

Quantiles 

 10th - 50th 10th - 90th 50th - 90th 

Scal 6.63** (0.0104) 6.17** (0.0134) 1.31 (0.2538) 

Comp 0.91 (03404) 0.06 (0.8004) 3.66* (0.564) 

Tech 11.97*** (0.0006) 1.29 (0.2561) 0.43 (0.5100) 

Fd 0.01 (0.9205) 0.01 (0.9079) 0.17 (6804) 

Pop 0.00 (0.9685) 3.57* (0.0594) 11.21 (0.0009) 

Exp 0.67 (0.4135) 1.68 (0.1953) 0.50 (0.4811) 

Imp 0.18 (0.6718) 0.89 (0.3454) 1.61 (0.2051) 

Note: P values are in parentheses; ***significance at 1%; **significance at 5%; *statistical significance at 10%. 
Source: Authors’ calculations. 
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5. Conclusion 

This study decomposes the effects of economic growth on carbon emissions in 
Sub-Saharan African (SSA) countries into scale, composition and technique ef-
fects. Annual data are collected for a panel of 23 countries over the 1996-2014 
period. Econometric models are estimated by static panel (REM, FEM and GLS), 
dynamic panel techniques (difference and system GMM) and quantile regres-
sions approach. The second approach controls endogeneity and omission va-
riables bias while the third helps to account for the conditional distribution of 
carbon emissions. The empirical results fit well and pass diagnostic tests. Two 
main results are derived from the study: scale and composition effects increase 
carbon emissions while improvement in technique of production is expected to 
soften carbon emissions. However, the weights of the scale, composition and 
technique effects are heterogeneously distributed across the CO2 emissions le-
vels. All factors being constant, these findings indicate that the expansion in the 
scale of economic activities (GDP per km2) and the increase in the K-L ratio are 
expected to intensify pollution in SSA countries. However, the negative effect 
could be offset through the improvement in the techniques of production and 
the reduction of energy efficiency. Our results also indicate that financial devel-
opment, population size and export (as a percentage of GDP) have positive and 
significant effect on carbon emissions, while an increase in imports (as a per-
centage of GDP) reduces in carbon emissions. The results of this study have im-
portant implications for policymakers. For instance, the results on the technique 
effect indicate that strategies aiming at reducing the energy intensity would slow 
down carbon emissions in SSA. In addition, investments in Research and De-
velopment in the energy sector will reduce energy intensity, improve energy effi-
ciency and generate a double gain: boost economic activity at lower carbon 
emissions. Moving from conventional energy sources to renewable energy 
sources is another important solution to reduce carbon emissions embodied in 
the economic growth particularly in the countries at the lower quantiles of CO2, 
since the expansion in the scale of the economy is associated to the increase of 
carbon emissions. Finally, this study presents some limitations. Firstly, it uses 
only CO2 emissions as proxy for environmental pollution. It will be interesting 
to extend the research using other proxies of the environmental quality such as 
sulfur dioxide emissions and the deforestation caused by agriculture, and other 
land use. Further, our results probably provide a limited picture on the relation-
ship between the structural effects and carbon emissions. A possible extension of 
this research is to investigate the causal relationship between these variables. All 
this could provide additional information for policymaker to formulate appro-
priate policies to fight against explosive CO2 emissions. 
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