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Abstract

The current state of the art in knowledge and technology concerning natural
and artificial intelligence is innovatively discussed here. The paper goes from
concepts of natural intelligence to ideas about the possible nature and future
of artificial intelligence. The ideas presented are based both on common sense
and scientific research. I dare speculate on the requirements for a strong ar-
tificial intelligence to emerge.
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1. Introduction

We all feel alone. And the truth is that we really are alone. We are trapped inside
our minds and we their prisoners. Why is that so? Because our thoughts are im-
prisoned in our minds. What are thought made of? Thoughts are the result of
our interaction with the world around us through our senses [1]. We have five
senses: vision, audition, touch, smell and taste plus a sixth sense of body position
located inside our ears. Thus, thoughts start forming from the moment we are
born (and even during gestation) as we perceive the world around us. What we
see, hear, touch, smell and taste gets intertwined in our minds in the form of
images, sounds, sensations, smells and tastes and, as the child grows, they get
associated to words, phrases and text, just as memories (sometimes distorted) of
moments lived.

The problem is that one second of thinking contains a huge amount of infor-
mation. Normally, it is an association of images, sounds, sensations and possibly

also smells and tastes. A whole book would be required to fully express one
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second of thinking. Thus, how can we convey the complexity of one second of
thinking with just one word or even one image? This is the problem of the
bandwidth of thought with respect to what can be expressed in one second using
any of the five senses.

The bandwidth of thought is much higher than the bandwidth (amount of in-
formation transferred per time unit) of any specific sense. The three most im-
portant senses are, in this particular order, vision, audition and touch. Touch
can transmit much more information than eyes or ears. In fact, eyes only trans-
mit the equivalent of 7 images with very low resolution in 7 different channels of
what is at the focus (center) of vision [2]. Consequently, more than seeing the
world around us we construct it in our mind as we move the focus of attention
of our eyes. We see, then, what we want or expect to see more than what is really
there. We also hear in a very limited bandwidth (between 20 and 20,000 hertz).
However, what we perceive trough touch contains much more information, in-
cluding information associated to our sexual organs. It is possible that precisely
because of that something as complex as love is linked to the touch throughout
all of our body. And romanticism tends to associate the ability to intertwine
words related to abstract concepts and images typically associated to romantic
thinking.

2. The Nature of the Human Sense of Self

Our thoughts change from moment to moment, in the same way the water of a
river is always flowing, so that there will never be the same water passing by.
However, the river is the same. If our thoughts are constantly flowing, what is it
that makes us believe we are the same person, despite the fact that we are con-
stantly changing, both physically and mentally?

Antonio Damasio addresses this question in a TED conference [3] and
throughout all of his research [4]-[23]. Observe Figure 1. There is a lateral im-
age of the human brain and a zoom to the base of the spinal cord, the medulla,
pons and tectum (colliculi). The pons and the midbrain (in green or light gray)
is associated to our ability to move. If this part is damaged, without losing our
sense of self, we are left isolated from the rest of the world. We feel and think, we
are conscious, but we cannot express ourselves in this regard. This section of the
medulla is quite probably the part that is blocked while we sleep and dream, so
that we do not act upon our dreams, which would be very dangerous. However,
the tectum (in red or dark grey) is connected to the interior of our bodies, to the
hormone levels, to the body rhythms, to breading, to heart beats and the ho-
meostatic maintenance of our corporal metabolism. Certainly, these mechan-
isms are very stable and vary very little. This is the part of the brain that is con-
nected, both physically and mentally, to the interior of our body. Due to the
constancy of these parameters, it is precisely the part of our being that gives us a
sense of continuity and does not change. It is then, the part of the brain that

gives us the idea, the phenomenon, of self, that we continue to be ourselves. It is
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Figure 1. The location of the self in the human brain.

the part of us that does not change, which gives us the idea of continuity of one

being. It is the basis for the construction of the self.

3. The Three Components of the Human Mind

When we talk about the mind, and more specifically the psyche, psychoanalysis
considers three components: the ego, the super ego and the id (or drives) [24].
The ego has been explained in the previous section. The super ego is supposed to
be located in the prefrontal cortex where the person’s moral and ethics, that is,
the sense of right and wrong are located. Thoughts go from the unconscious (id
or drives) to the pre-conscious (ego) and then back and forth to the conscious
(super ego). This is because ideas flow from the unconscious to the pre-con-
scious, ending in the conscious (the latter related to matters of moral and ethics).

The id, on the other hand, is what is typically known as the unconscious. It is
the storming sea of ideas flowing back and forth and changing from moment to
moment. Only one of these unconscious thoughts becomes conscious and it is
manifested as some specific idea that we can remember and forget at any given
moment. The human mind has an internal clock operating every 200 millise-
conds. That is, a given though can become conscious roughly every 200 millise-
conds from the unconscious sea of the id.

What does cognitive neuroscience say about all this? Cognitive neuroscience
and, more specifically, the Global Workspace Theory (GWT) indicates that the
information flows from the unconscious (id or drives) to the pre-conscious (ego)
and from that point onwards a feedback flow with the conscious (super ego) is
generated [25]. This is illustrated in Figure 2.

4. The Quantum Nature of the Human Mind

But the truth is that we cannot choose what to think. Although, in principle, we
can think anything, once some specific thought sets in our minds, we are no

longer free to think anything else. In this regard, the brain is like some kind of
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Figure 2. The three components of the human mind.

quantum computer, having results becoming manifested in a concrete way, that
is, losing their quantum entanglement, every 200 milliseconds approximately.
Roger Penrose thinks that there is an inherent quantum nature required for
the existence of consciousness [26]. He believes there are DNA related structures
called microtubules that allow the brain to be a quantum computer. I believe
that if we are to create a truly conscious machine (that is, strong AI), we will
have to seamlessly combine the powers of a sufficiently large quantum computer

with a powerful enough digital computer.

5. The Universal Language of the Human Brain

Is there a universal language for the human mind? That is, are the neuronal fir-
ing patterns of someone equivalent to another one? Experiments among right-
handed people (that is, people whose dominating brain hemisphere is the left
one, since the left hemisphere is connected to the right side of the body) have
been conducted, in order to see if there is a universal neuronal language [27]
[28]. Objects and the words for these substantive figures are shown to the people
whose brain activity is being measured using a magnetic resonance imaging
machine. Then, an artificial neural network is trained using machine learning to
associate the brain activation patterns with the nouns being analyzed for the dif-
ferent subjects in the study. It has been discovered that it is possible to predict
what it is someone is thinking by merely analyzing their neuronal brain patterns
(metabolic activity), although such feat is limited to nouns only. Thus, it is high-
ly likely there actually exists a universal brain language, even though trough the
intervention of machines for neuronal firing pattern translations. This has in-
credible applications to paraplegic people, since it could allow them in a perhaps
not so distant future to control external suits bringing them back the motor ac-
tivity or even making them stronger than normal people. Alternatively, it could

allow normal people to control at distance extremely complex robots, almost
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human-like, in terms of their motor skills.

6. The Reality about Creating Strong Artificial Intelligence

What about the possibility of creating an artificial machine with natural intelli-
gence? Franklin has been speculating and elaborating conceptual models about
such possibility [29]. By the end of the 1990s, Hans Moravec [30] calculated the
number of basic operations per second of information processing carried out by
a human brain based on visual information processing. His result: 100 million
MIPS' per human brain. An operation per second is equivalent, in terms of digi-
tal computers, to do one basic binary operation per second, such as adding two
binary numbers or transferring a binary number from one position in memory
to another one. Moore’s law empirically establishes that approximately every 18
months computer information processing doubles at the same cost per comput-
er. Extrapolation based on past data have been carried out indicating that by the
year 2030 there should be, according to Moore’s law, a personal computer with
the information processing capacity of the human brain. However, Moore’s law
has already reached its limits. It is no longer possible to build smaller electrical
circuitry, also called micro transistor chips (and as a consequence faster, since
light takes less time to travel from one place of the micro transistor to another
one), by reducing by half the size of the micro transistor, due to problems inhe-
rent to the way in which such micro transistors are built (specifically, lithogra-
phy). Truth is that approximately during the last decade the electronic industry
has been cheating on us. We are getting all kinds of different applications of the
same micro transistors in all sorts of devices (smaller laptops with different and
ever more consuming memory and hard drive resources, pocket size cell phones,
all different sorts of Internet-related applications, and even the promise of the
so-called Internet of Things—IoT).

What has been achieved is the duplication of the information processing
speed of the first personal computers from the 1960s and 1970s thirty times.
That is, approximately, an information processing speed of 2*° = 1,000°000,000°
clock cycles of computer per second, also simply called Hertz (Hz). Thus, if
every personal computer has an information processing speed of 1 GHz
(1,000°000,000 operations per second), we would require 100°000,000°000,000
information processing operations per second per human mind divided by
1,000°000,000 operations per second or Hz of each artificial processor, that is, we
would require an Al laboratory of 100°000,000°000,000/1,000°000,000 = 100,000
personal computers properly connected in some way (still somewhat unknown
for the time being) in order to compute the amount of information processing
carried out by one person. Even if we knew how to connect the machines ap-
propriately, having 100,000 personal computers connected makes the work close

to impossible. It is not feasible that normal AI laboratories around the world

'MIPS are Million Instructions per Second.
2210 = 1024, so that 2*° = 1024 x 1024 x 1,024 = 1,000°000,000. The best modern micro processors
today are not faster than 4 GHz (Gigahertz or 4 thousand million Hertz).
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could properly connect 100,000 computers, not to mention buying all those
computers, hosting them, and making the research affordable enough so that a
lot of AI laboratories could carry out the same endeavor so that scientific ex-
changes could accelerate innovation pace.

We would require, at least, to double information processing speed 1000 times
more (that is, 2** = 1°000,000°000,000 Hz per microprocessor), so that the num-
ber of required computers could go down from 100,000 to 100 (or even 50 or 25,
or maybe even just one if we allow for the consideration that human-designed
digital information processing should be more efficient for not depending on
evolution, having a lot of redundancies). This would make the required research
work much more reasonable, affordable and likely to be carried out by enough
AT laboratories in the world so that the scientific exchange of information and

knowledge could trigger exponential design gains.

7. Discussion and Conclusions

DARPA?’ is already researching other ways to approach the problem. Specifically,
they are considering having a couple of antennas within nanometers in size (siz-
es close to the ones of molecules) and sending information between them. The
key of the discovery is to have one of the antennas with a concave shape so that
it can send focalized information to the other antenna. However, this work is
highly experimental, not to mention the fact that we would need industrial
processes able to mass produce this kind of electronic device. Thus, this work
does not seem to be practical in the foreseeable future.

Another alternative is to integrate a quantum computer to a digital computer.
Recently, IBM launched a 50 qubits quantum computer [31]. Google and other
tech companies have announced efforts to increase the number of qubits. If it
were possible to have a 256 qubits quantum computer that holds quantum en-
tanglement for at least 200 milliseconds, it may be possible to integrate such
quantum computer with a digital computer working also on 256 bits (one byte)
in bandwidth. In this way, in a still unknown form, it may be possible to
represent “thoughts” using sets of bytes (characters in the ASCII standard) and
build something similar to what is seen in the trilogy “The Matrix”, except that
“the code” would be alphanumerical characters of one byte. Actually, we will
probably have to wait for both things: a quantum computer having 256 qubits
and digital computers as fast as 4 THz (4 terahertz or 4°000,000°000,000 opera-
tions per second). The latter is due to my hypothesis that, just like Roger Penrose
considers it, the functioning of the human brain depends both on quantum as
well as digital computing processes, having an internal clock of approximately
200 milliseconds between quantum entanglement losses marking consecutive
states of consciousness.

Thus, if we want to build several machines with natural intelligence, all we

have left to do is to expect the required technology in quantum and digital

’DARPA is the Defense Advanced Research Projects Administration, and it is the advanced research
arm of the Pentagon in the United States.
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computing to advanced enough in order to reach the minimum levels previously
indicated, that is, quantum computers of 256 qubits having a minimum quan-
tum entanglement lapse of 200 milliseconds (at a reasonable price, not greater
than USD $10,000) and digital computers at reasonable prices (around USD
$1000 per computer) with information processing speeds of 1 THz to 4 THz
(100 THz would of course be the ideal). Consequently, the only technological al-
ternative would be the creation of a single artificial machine with natural intelli-
gence in the world. Such technological wonder could be achieved at this moment
with the opportunity the creation of the 5G cell phone infrastructure around the
world brings about. Since the infrastructure for such network would be, pre-
sumably, new, there is the possibility of creating the 5G network in such way
that it can not only be used for the telecommunications of the future, but also for
the infrastructure providing the technological hardware to create an artificial
machine with natural intelligence working by being supported by such 5G net-
work. Tononi [32] [33] [34] has developed an entire mathematical model con-
cerning the kind of requirements such artificial consciousness would require and
how it could operate.

The artificial machines with natural intelligence of the future will be, pre-
sumably, much more powerful and capable of much more complex thoughts
than the ones a human mind could have. Consequently, a second of thinking of
one of these machines would probably contain more information than an entire
encyclopedia. Their senses would have a greater detail of resolution and as a
consequence a wider bandwidth and since thoughts are built based on the senses
they are constructed upon, their thoughts would be much more complex and

capable of a wider bandwidth than a human being could have.
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