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Abstract

This paper deals with the study of the composite Humbert matrix function with matrix arguments J,(z).

The convergence and integral form this function is established. An operational relation between a Humbert
matrix function and Kummer matrix function is studied. Also, integral expressions of this relation are de-
duced. Finally, we define and study of the composite Humbert Kummer matrix functions.
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1. Introduction

Special matrix functions appear in the literature related
to statistics [1-4] and more recently in connection with
matrix analogues of Laguerre, Hermite and Legendre
differential equations and the corresponding poly-
nomial families [5-7]. The connection between the
Humbert matrix function and modified Bessel matrix
function has been established in [8,9]. In recent papers
[10,11], we defined and studied the Humbert matrix
functions. The Kummer’s confluent hypergeometric
function belongs to an important class of special func-
tions of the mathematical physics with a large number of
applications in different branches of the quantum mecha-
nics atomic physics, quantum theory, nuclear physics,
quantum electronics, elasticity theory, acoustics, theory
of oscillating strings, hydrodynamics, random walk theory,
optics, wave theory, fiber optics, electromagnetic field
theory, plasma physics, the theory of probability and the
mathematical statistics, the pure and applied mathematics
in [3,4,12-14]. Recently, an extension to the Kummer
matrix function of complex variable is appeared in [15].
The first author has earlier studied the certain Kummer
matrix function of two complex variables under certain
differential and integral operators [16]. The primary goal
of this paper is to consider a new system of matrix
functions, namely the composite Humbert matrix func-
tion, Humbert Kummer matrix function and composite
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Humbert Kummer matrix function.

The paper is organized as follows: Section 2 is define
and study of the composite Humbert matrix function.
The convergence and integral form is established. In
Section 3 an operational relation between a Humbert
matrix function and Kummer matrix function is given.
Integral expressions of Humbert Kummer matrix func-
tions are deduced. In Section 4 we defined and studied of
the composite Humbert Kummer matrix functions.

Throughout this paper D, will denote the complex
plane. A matrix P is a positive stable matrix in C"*"
if Re(1)>0 for all Aeo(P) where o(P) is the
set of all eigenvalues of P and its two-norm denoted
by

P = sup I
=4} |
where for a vector y in C", ||y||2 :(yT y)2 is the
Euclidean norm of y .

Let a(P) and y(P) be the real numbers which

were defined in [17] by

a(P)=max{Re(Z):Z € U(P)},
7(P)= min{Re(Z):Z EG(P)}-

If f(z) and g(z) are holomorphic functions of
the complex variable z which are defined in an open
set Q of the complex plane and P is a matrix in

(1.1)
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C™™ such that o(P)<Q, then from the properties of

the matrix functional calculus [18], it follows that
f(P)a(P)=g(P)f(P). (1.2)
Hence, if Q in C™VV is a matrix for which
o(Q)cQ andif PQ=QP, then

f(P)g(Q)=g(Q)f(P). (1.3)
The reciprocal Gamma function denoted by
1
r'(z)=

riable Z. Then the image of I'"'(z) acting on P
denoted by I''(P) is a well-defined matrix. Further-
more, if

is an entire function of the complex va-

P+nl isinvertible for all integer n > 0. (1.4)

The Pochhammer symbol or shifted factorial defined
[17] by
(P),=P(P+1)-(P+(n-1)I)
(1.5)
=T(P+n)I ' (P); nx1;(P), =1

Jodar and Cortés have proved in [17] that
r(P)=tim(n-1)(P),] n". (1.6)

Let P and Q be two positive stable matrices in
C"*". The gamma matrix function I'(P) and the beta
matrix function B(P,Q) have been defined in [19] as
follows

L(P)=[et™dt;

(1.7)
! = exp((P— I )lnt)
and
B(P.Q)=[1t*" (1-t)*"dt. (1.8)
The Schur decomposition of P, was given by [18] in
the form:
1 S
[||P||r2t]
RIS > kR
and

2. Composite Humbert Matrix Function

Let us introduce the following notation (see [20])
K = (klakza'”aks)a
(k)=k +k, +-+ kg,

k
Z’_ZZ -z

s

A=(A. A )
(A)=A+A +-+A, @.1)
§=(BI,BZ, B ),

(B
(A+1) =(A+1), (A+1) (A1),
(B41), =(Bi+1), (By+1), (B, +1)

S

ks

and

Jas = (JApBl’JAz»Bz"“’JAS,BS )
Suppose that

S (zi)—(%jw F (A4 D) (8 +1)

: z ) .
x F, (—,—;Ai +1,B +|;—2—'7 ;i=1,2,---,8

(2.2)
are S Humbert matrix function with square complex
matrices A, A,,---,A and B,B,,---,B; of the same
order N. Construct the function

3e(@=(2] (A (B21)

3
<, Fy [—,—;M,i;—Z—J 23)

0

_ A+B+3kl
- ZU A+B+3kl z >
k=0

where

U A+B+3kl

(~1) T (A+(k+ D)1 )T (B+(k+1)1)

3A+B+3k| k‘

This function, will be called the composite Humbert
matrix function of several complex variables

||P|| rz Inn S Z,,2,,+,Z,. Now we prove that the matrix power series
b P (2.3) convergence for all z° # 0. Using the ratio test, we
"n " =n ; s! ; nzl (1.9) obtain
||UA+B+3(k+|)| A8t " ' "F (A+(k+2) 1) (B+(k+2)1)z~E=0et
R h(ISil;p U pipesu _M “ B h(?)liip 3w(k + 1)!
I (A+k)T (Brkl) 22| A+(k+1)|)_( +(k+)y'Z’
A+B+3kl - < hmsup ‘
L (K)o k+1 H
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Note that if k+1 is large enough so that k+1> ||A|| ,
then by perturbation lemma, [13], we can write

A 1 A -
H(A+(k+1)l) H— m(mﬂ)
2.4)
1 (A )1 1
= 2| c—
K+1|\k+1 k+1-||A
hence
l=1imsu !
R @pr k1+1"ks+l(k1+l_”A1")"
1 (2.5)

A (k 1B ])-

17 }
(k+1-]B)])

For positive numbers 4 and positive integer k, we
can write
ki=uk, 1=1,2,2---s. (2.6)

Substitute from (2.6) into (2.5) one gets

A+B+3(k+1)1
||UA+B+3(k+l)I z |

=0.

— = limsup

(k) Uniisi Z

A+B+3kI ”

Thus, the power series (2.3) is absolutely convergent
for all ZS‘ <o,

Integral Form of the Composite Humbert Matrix
Function

To get an integral form for the composite Humbert
matrix function, we use the following formulas (see [10,
12, p. 115, No. (5.10.5)]).

(A +(k +1)1 ——j exp(ryr ) g
1 _ L —(A2+(k2 +1)I)
(A, +(k, +1)1) pw czexp(l’z)l’2 dr,,
(A + (K, +1)1 ——j exp(r, )i 5 g
2.7)

and

- 1 (B +(k
1(|31+(k1+1)|)=2_n_i qexp(tl)tl(Bl (kg +1)1) dt,,

(B +(k, +1)1 )7% ,exp(tz)t;(BF(kz“)')dtz,
7l 'C2

-1 1 —|Bg +(kg +1
(B.+ (K +1)1) = < [ exn(t, Yl g

(2.8)
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From (2.7) and (2.8) into the series expression of the
composite Humbert matrix function given in (2.3), it
follows that

(2]
s (2)= F [ enp(n)r

[exn(t ) ) g

1

j exp )t (Bs+{(ks+1)1) dt,,

2.9)
interchanging the order of the integral and summation,

AB (27i)
[ exp(r)n " ar,
(2.10)
exp(t i% (Br+1) dt,
3 \K
(_l)k{zirtj
-[ exp ) (B H)dtsz ,
k=0 K!
thus,
A+B
(Z) )
‘]AB L)= 25 (.[cl .[ .[c1 cy exp(l’+t—27 t}
X[_(M)E_(BH) (drl ~o-dr, dt, "'dts)’
(2.11)
where
[Z(I’I,TZ, ’rs)’
t=(t.t, k),
([):rl+r2+ +r,,
(1) =t +t, +--+t,
(A+l)=A+1--A+1
( +|):Bl+l B, +1
and

z’ A Z :
= + +...+ .
27rt ) 27rt 27t 271 t,

Therefore, the following result has been established.
Theorem 2.1 Let A and B be matrices in CM*.
Then the composit Humbert matrix function for several
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complex variables z,,z,,---,z, satisfies integral in (2.11).
3. Humbert Kummer Matrix Function

In this section, we will deduce a new matrix function that
is a mixed from Humbert matrix function is in the form

I (z)=[§jAw T (A 1) (ne)1)

%, F, [—,—;A+ I,(n+1)|;—;—7j

and Kummer matrix function is in the form

K(B.Ci—2)= iw(fj (3.2)

=0 n! 3
this function given the following

M (AB,C;z)= im[ij Ian (2)

3.1)

:(%(B)n”(?:)n n

3) &= n!

L)k, T rl(A+(k+1)|)(§)3k
i (k) (k+1),

v (A T (A (ke[ i

:H 2 (kI)’ @

X§<B>n<c>n[(rf!k+l>l>n]

by Theorem 2.1 in [9], we know that

(8), (), [((k+1), ]

>

g‘) n!
=,F (B,C;(k+1)1;1) (3.3)
=T (k+1)T((k+1)I-B-C)
I ((k+1)1-B)T'((k+1)1-C),
((k+1) -B-C)>0. Hence
M (A,B,c;z)=§%(§] e (2)

:(éJAF(I ~B-C)I"'(A+ )T (1-B)I"'(1-C)

3
X1F3[|—B—C;A+|,|—B,|—C;—%J,

o0
z A+3k|
A+3kl .
k=0

(3.4)
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Provided that y(B+C)>0. Where A, B and C
are matrices in C™*V such that A+ (k+1)I,
(k+1)1 -C and (k+1)I —B are invertible for every
integer K >—1. This function, will be called the Humber
Kummer matrix function of complex variable z. For
simplicity, we can write the Humber Kummer matrix
function in the form HKMF.

We define the radius of regularity of the function
M (A,B,C;2) in the form
1

— = limsup (U 5, )4+
k—o

||k(l—(B+C))k—(A+I)k—(I—B)k—(I—C)" ]/-\+13kI
(3.5)

= s ((k-1)) k!
]

This means that the the HKMEF is an entire function.

Integral Expressions of Humbert Kummer Matrix
Function

In this section, we provide integral expressions of HKMF.
Suppose that (I -(B+C)) and (A+1) are matrices in
C"™N  such that

(1-(B+C))(A+1)=(A+1)(1-(B+C)),

(1-(B+C)),(A+1)and (A+B+C)are positive stable.

(3.6)
By (1.5) and (3.6) one gets
(1=(8+c) [(A+1), ]
=I'(1-(B+C))Ir((1+k)1-(B+C))
C(A+1)T7 (A+(k+1)1)
=I"'(I1-(B+C))T(A+1)I"' (A+B+C)
T((1+k)1=(B+C))T(A+B+C)T ' (A+(k+1)1).
3.7)

By lemma 2 of [19] and (3.7), we see that
T((1+k)1=(B+C))T(A+B+C) T (A+(k+1)1)
=J-1tk7(B+c) (l_t)A+B+C—I dt

0

(3.8)
From relation (3.7) and (3.8), we get

(1-(8+C)) [(A+1), ]’
=T (1-(B+C))T(A+1)T"

X[ (1)

'"(A+B+C) (3.9
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Hence, for |z] < oo, we can write

M (A,B,C;2)

:GJAF_] (1-B)r'(1-C)r'(A+B+C)

ij-;tkf(mc) (1 _t)A+B+C—I dt
k=0

A
= Gj ' (1-B)I" (1-C)I"' (A+B+C)
1 —(B+C) A+B+C-I
[ (1-1) dt

e, [0-0] (3]

k!

e
2
k=0

_ GJAFI(' ~B)I'(1-C)T™' (A+B+C)
J-;t,(BJrC) (l_t)A+B+C—I

3 3
x OFZ{—J ~B,I —C;—(Z;J Jdt.

Summarizing, the following result has been esta-
blished:

Theorem 3.1 Let A, B and C be matrices in CV™
such that y(A)>1,
(I-B+CH)(A+1)=(A+1) (1 -(B+C)) and

(3.10)

(I1-(B+C)), (A+1), (A+B+C) are positive stable.
Then for |z| <o it follows that

M (A,B,C;2)

:GJA r'(1-B)r'(1-c)r'(A+B+cC)

L_ gy A+B+C-1
[jot B0 (1-1)

% F, {—;I ~B,I —C;—[Z%IJdtJ.
3

Another integral representation of HKMF can be
established starting from the formula in (2.7), we find
that

1
T (A+(K+1)1) == exp(r)r # DD gr
(A+(k+1)1) == [ exp(r)
and substituting the above expression into the series

expression of the HKMF given in (3.4), it follows that
M (A, B,C;z)

z

=(EJAF(| -B-C)r'(1-B)r'(1-c)

L (0 (1=(8+c)), [(1-8), ][0 —CU'I(?TK
2 K

XszIc exp(r) pr (A g

interchanging the order of the integral and summation,

M (A8.C2)= 5 (2] T80y (1-8)r (1-C) Lexn(r) *

2mi\ 3

o (1-e+0), [0-8),]'[0-), "%

3k

>

k=0

1 (z

k! ’

M =_(§jAr(| _B-C)r (1-B)I' (1 -C)

2mi

[Icexp(r)r(m) 1FZ(I -B-C;1-B,lI —C;—(#der}

Therefore, we obtain the following theorem:
Theorem 3.2 Let A, B and C be matrices in

Copyright © 2011 SciRes.

(3.11)

C™™ such that y(B+C)<1. Then for |z|<oo, expre-

ssion (3.11) hold true.
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4. Composite HKMF

Let
M;(A.B.C;z)

:(Z?T T(1-B-C)I'(A+1)r'(1-8)
r(1-c,) 1F;[l —B,-C;A+1,1-B,I —Ci;—;—i}

are composite Humbert Kummer matrix functions with
square complex matrices A, B, and C, of the same
order N, provided that y(B, +C,)<1.

Construct the composite Humbert Kummer matrix
functions of these functions for any mode of arrangement,
we put

:(éjAm —(B+C)r ' (A+1)r'(1-B)r'(1-C)

X
M
N

3
3(|—(B+C);M,ﬂ,ﬂ;— 7]

N

2

~

3
- {I—(B+C);A+I,I—B,I—C;—Z—J

(1-B-C), =(1-B,-C), ~(1-B,~C,), ,
(1=8),=(1-8,), (1-8,), -(1-B,), ,
(I—C)K:(I—Cl)kl(l Cz)k2 "(I_Cs)ks’

and

M =(M,,M,,---,My).
Then M is the composite Humbert Kummer matrix

functions. Now we calculate the radius of convergence of
this function as follows

1
A+3kl
U A+3kl
p
k—w Oy

1
— = limsu

1
o™ Il s | =

(k) (k) ()

< limsup

(k)0

where
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as above putting k, = £k and using relation (1.9) and
the following relation

[nAnri in(k)

we get

r-1 r-l A")J
(S (A 3 e I
JZ=<:> ! n(0) AL
S (A
<| rin(k)™ "
n(k) 2T
= (rlnk)™
L
U A3k
1 limsup {LMJ =0.
k—o O-K

Then the composite Humbert Kummer matrix func-
tions is an entire function.
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