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#### Abstract

In this paper, we give an interpretation of mixed strategies in normal form games via resource allocation games, where all players utilize the same resource. We define a game in normal form such that each player allocates to each of his pure strategies a fraction of the maximum resource he has available. However, he does not necessarily allocate all of the resource at his disposal. The payoff functions in the resource allocation games vary with how each player allocates his resource. We prove that a Nash equilibrium always exists in mixed strategies for n-person resource allocation games. On the other hand, we show that a mixed Berge equilibrium may not exist in such games.
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## 1. Introduction

Game theory is the study of mathematical decision making among multiple players. Each player makes an individual choice according to his notion of rationality and to his expectations of the other players' choices. Game theory can be non-cooperative as described in [1] or cooperative as described in [2]. In non-cooperative game theroy, the concept of the Nash equilibrium (NE) was introduced in [3] and [4]. The proof of the existence was based on the Kakutani and the Brouwer fixed point theorems [5]. Another solution concept, the Berge equilibrium, was introduced in [6] and formalized by [7]. A strategy is considered to be a Berge equilibrium if some or all players other than player $i$ cannot increase the expected payoff for player $i$ by changing strategies. The Berge equi-

[^0]librium was extended to mixed strategies in [8], where it was also shown that a mixed Berge equilibrium may not exist.

The computation of equilibria points is an essential component of game theory research and is well studied in the literature. For example, a nonlinear programming approach to find an NE for three player games was developed in [9] and for n-person games in [10]. The nonlinear programming approach for finding an NE was extended in [11] to find a generalized equilibrium that includes the case of an MBE.

Such equilibria have been widely in economics. However, game theory faces some challenges such as making it more useful in applications as noted in [12]. Thus there is a need for a behavior interpretation of a strategy. For example, [13] gives a behavioral interpretation of a dominant strategy, while belief hierarchies play a prominent role in game theory as described in [14]. Moreover, there has been a growing use of epistemic game theory. [15] gives a historical overview of the transition from classical game theory in the sense of Nash to epistemic game theory.

The purpose of this paper is to deal with the difficulties associated with mixed strategies. See [16] for an extensive literature review on the concept of mixed strategies, which require a randomizing process as described in [17] and [18]. According to [19], randomization lacks behavioral support. [20] gives two interpretations for mixed strategies. The first is based on the purification theorem of [21]. Purification refers to how mixed strategies reflect the player's lack of knowledge of other players' information and decision-making process. The second interpretation is that a mixed strategy represents the fraction of a large population that adapts each of the pure strategies. In [22] mixed strategies are interpreted as the belief player $i$ s opponents have on what strategy player $i$ will choose. Therefore, as argued in [16], mixed strategies are used in games where a pure NE does not exist, but their use is principally to provide an elegant mathematical theory. In practice, they are problematic with no generally accepted interpretation. We offer here a simple, intuitive interpretation for a certain class of games.

In this paper, we construct resource allocation games (RAGs) such that the equilibria strategies represent the fraction of a resource each player allocates to each of his pure strategies. In particular, we consider the NE and the MBE. The purpose of RAGs is to give a physical interpretation of the concept of mixed strategies, as distinguished from other interpretations. Our interpretation is as follows. The probability that a player chooses a pure strategy equals the fraction of the resource the player allocates to that pure strategy over the total amount of the resource the player allocates to all his pure strategies. The underlying idea is as follows. Suppose there is a single resource used by all players. Suppose player 1 had 100 units of the resource to be used up in whole or in part. If he considered using 40 units on implementing strategy 1 and 60 units on implementing strategy 2, whatever they are, then his associated mixed game theoretic strategy
would be $(0.4,0.6)$, Thus in a RAG, he would choose both strategies as opposed to one chosen by, say, randomization. In other words, in a resource allocation game, one pure strategy does not preclude another. This simple idea is generalized here. A related notion was studied in [23] for infinitely repeated non-cooperative games played at discrete instants called stages. The payoffs in [23] were linear in the frequency that they had been played previously. Our approach differs significantly. For example, here a mixed strategy may or may not maximize the payoff functions for each player.

The organization of this paper is as following. In Section 2, we present the notation used. In Section 3, we prove the existence of an NE for a RAG. In Section 4, we present a nonlinear program to find an NE analytically. In Section 5, we consider the case of the MBE and present a nonlinear program to find one if one exists. In Section 6, we give some numerical examples and show that an MBE may not exist. In Section 7, we state our conclusions.

## 2. Preliminaries

In this section we define the notation used. Let the RAG $\Gamma=\left\langle I,\left(S_{i}\right)_{i \in I},\left(f_{i}\right)_{i \in I}\right\rangle$ be an $n$-person resource allocation game in normal form with exactly one resource. The set $I=1, \cdots, n$ is the set of the $n$-players. Let $R_{i}$ be the resource available for player $i$, so the $n$-tuple $\boldsymbol{R}=\left(R_{1}, \cdots, R_{n}\right)$ represents the amount of the resource each player has available. Define $R_{i}^{\min }>0$ to be the minimum amount of the resource $R_{i}$ player $i$ needs to allocate and $\alpha_{i}^{\min }=\frac{R_{i}^{\min }}{R_{i}}$. The set of the $m_{i}$ pure strategies for player $i$ is $S_{i}=\left(s_{i}^{1}, \cdots, s_{i}^{m_{i}}\right)$.

Each player player $i$ allocates from his resource $R_{i}$ the fraction $\alpha_{i}^{j}$ to his pure strategy $s_{i}^{j}, j=1, \cdots, m_{i}$. The set of all possible allocations for each player $i$ is

$$
\begin{equation*}
\Delta_{i}=\left\{\boldsymbol{\alpha}_{i}=\left(\alpha_{i}^{1}, \cdots, \alpha_{i}^{m_{i}}\right): \alpha_{i}^{j} \geq 0, j=1, \cdots, m_{i}, \alpha_{i}^{\min } \leq \sum_{j=1}^{m_{i}} \alpha_{i}^{j} \leq 1\right\} \tag{1}
\end{equation*}
$$

Note that $\Delta_{i}$ is compact and convex for each player $i \in I$. Let $\Delta_{-i}=\Delta_{1} \times \cdots \times \Delta_{i-1} \times \Delta_{i+1} \times \cdots \times \Delta_{n}$ and $\Delta=\Delta_{1} \times \cdots \times \Delta_{n}$. The probability the player $i$ chooses strategy $s_{i}^{j}$ is $\frac{\alpha_{i}^{j}}{\sum_{j=1}^{m_{i}} \alpha_{i}^{j}}$. Hence a mixed strategy for player $i$ is the $m_{i}$-tuple

$$
\left(\frac{\alpha_{i}^{1}}{\sum_{j=1}^{m_{i}} \alpha_{i}^{j}}, \cdots, \frac{\alpha_{i}^{m_{i}}}{\sum_{j=1}^{m_{i}} \alpha_{i}^{j}}\right)
$$

where $\alpha_{i}^{\min } \leq \sum_{j=1}^{m_{i}} \alpha_{i}^{j} \leq 1$ and $\alpha_{i}^{j} \geq 0, j=1, \cdots, m_{i}$. A pure strategy $j$ is an allocation $\alpha_{i}^{\text {min }} \leq \alpha_{i}^{j} \leq 1$ where the player $i$ allocates $\alpha_{i}^{j}$ to his pure strategy $j$ and allocates 0 to the rest of his pure strategies. The payoff function for each player is $f_{i}^{j, k}(\boldsymbol{\alpha})$, where $\boldsymbol{\alpha}=\left(\boldsymbol{\alpha}_{1}, \cdots, \boldsymbol{\alpha}_{n}\right)$ and $\boldsymbol{\alpha}_{-i}=\left(\boldsymbol{\alpha}_{1}, \cdots, \boldsymbol{\alpha}_{i-1}, \boldsymbol{\alpha}_{i+1}, \cdots, \boldsymbol{\alpha}_{n}\right)$.

The payoff functions $f_{i}^{j, k}(\boldsymbol{\alpha}), j=1, \cdots, m_{i}, k=1, \cdots, m_{-i}$ are assumed to be continuous in $\alpha_{i}^{j} \in[0,1], j=1, \cdots, m_{i}, \forall i \in I$.

The set of joint pure strategies of all players other than player $i$, is the Cartesian product of the sets of pure strategies of all players other than player $i$, $S_{-i}=\times_{j \in I-\{i\}}\left(S_{j}\right)$ and is denoted by $S_{-i}=\left\{s_{-i}^{1}, \cdots, s_{-i}^{m_{-i}}\right\}$, where

$$
m_{-i}=\prod_{j \in I-\{i\}} m_{j}
$$

The joint probability

$$
\alpha_{-i}^{k}=\prod_{p \in I-\{i\}} \frac{\alpha_{p}^{k}}{\sum_{j=1}^{m_{p}} \alpha_{p}^{j}}, k=1, \cdots, m_{-i}
$$

is the probability that all the players other than player $i$ choose the joint pure strategy $s_{-i}^{k}$. It is the product of the fraction that each player in $I-\{i\}=\{1, \cdots, i-1, i+1, \cdots, n\}$ allocates to his corresponding strategy.

We apply the identities proved in [8] to $\Gamma$. The following identities represent the expected payoff for player $i$. If player $i$ allocates $\alpha_{i}^{\text {min }} \leq \alpha_{i}^{j} \leq 1$ to his strategy $j$ and he allocates 0 to his other pure strategies while the rest of players choose the allocation $\boldsymbol{\alpha}_{-i}$ is

$$
\begin{equation*}
F_{i}^{j}(\boldsymbol{\alpha})=\sum_{k=1}^{m_{-i}} \alpha_{-i}^{k} f_{i}^{j, k}(\boldsymbol{\alpha}) \tag{2}
\end{equation*}
$$

If player $i$ chooses the mixed allocation $\boldsymbol{\alpha}_{i}$ and the rest of players choose the allocation $\boldsymbol{\alpha}_{-i}$, then the expected payoff for player $i$ is

$$
\begin{equation*}
F_{i}(\boldsymbol{\alpha})=\sum_{j=1}^{m_{i}} \sum_{k=1}^{m_{-i}} \frac{\alpha_{i}^{j}}{\sum_{j=1}^{m_{i}} \alpha_{i}^{j}} \alpha_{-i}^{k} f_{i}^{j, k}(\boldsymbol{\alpha}) . \tag{3}
\end{equation*}
$$

Table 1 shows an example of a 2-person RAG.
In this paper, it is useful to consider the following two cases.

1) Case 1. Each player $i$ allocates all of his resource $R_{i}$. In other words, $\sum_{j=1}^{m_{i}} \alpha_{i}^{j}=1, \forall i \in I$. In this case, each player $i$ chooses strategy $j$ with the probability $\alpha_{i}^{j}$.
2) Case 2 . Each player $i$ does not necessarily allocate all of his resource $R_{i}$. Hence $\alpha_{i}^{\min } \leq \sum_{j=1}^{m_{i}} \alpha_{i}^{j} \leq 1, \forall i \in I$. In this case, each player $i$ chooses strategy $j$ with the probability

$$
\frac{\alpha_{i}^{j}}{\sum_{j=1}^{m_{i}} \alpha_{i}^{j}}, j=1, \cdots, m_{i}
$$

Table 1. Example of a RAG.

|  | $s_{2}^{1}$ | $s_{2}^{2}$ |
| :---: | :---: | :--- |
| $s_{1}^{1}$ | $f_{1}^{1,1}\left(\alpha_{1}^{1} R_{1}, \alpha_{2}^{1} R_{2}\right)$, | $f_{1}^{1,2}\left(\alpha_{1}^{1} R_{1}, \alpha_{2}^{2} R_{2}\right)$, |
|  | $f_{2}^{1,1}\left(\alpha_{1}^{1} R_{1}, \alpha_{2}^{1} R_{2}\right)$ | $f_{2}^{1,2}\left(\alpha_{1}^{1} R_{1}, \alpha_{2}^{2} R_{2}\right)$ |
| $s_{1}^{2}$ | $f_{1}^{2,1}\left(\alpha_{1}^{2} R_{1}, \alpha_{2}^{1} R_{2}\right)$, | $f_{1}^{2,2}\left(\alpha_{1}^{2} R_{1}, \alpha_{2}^{2} R_{2}\right)$, |
|  | $f_{2}^{2,1}\left(\alpha_{1}^{2} R_{1}, \alpha_{2}^{1} R_{2}\right)$ | $f_{2}^{2,2}\left(\alpha_{1}^{2} R_{1}, \alpha_{2}^{2} R_{2}\right)$ |

$R_{i}, \forall i \in I$ is considered fixed in these two cases. However, in the second case each player $i$ may not use all of his resource. Note that the first case is a special case of the second case. In particular if $R_{i}^{\min }=R_{i}$, then the second case becomes the first case. We formalize this previous statement as follows.

Lemma 1. $\forall i \in I$ let $R_{i}^{\min }=R_{i}$. Then Case 1 and Case 2 are equivalent.
Proof. Let $R_{i}^{\min }=R_{i}, \forall i \in I$. Hence $\alpha_{i}^{\min }=1$ and $\sum_{j=1}^{m_{i}} \alpha_{i}^{j}=1$. It follows immediately that Case 2 reduces to Case 1.

## 3. Existence of an NE for a RAG

In this section we prove the existence of an NE in Case 1 and Case 2 above. Hence we seek to find a mixed strategy such that a player $i$ chooses strategy $j$ with a probability

$$
\frac{\alpha_{i}^{j}}{\sum_{j=1}^{m_{i}} \alpha_{i}^{j}}, j=1, \cdots, m_{i}, \forall i \in I
$$

We next restate the definition of an NE in terms of allocation.
Definition 1. A strategy $\alpha^{*}$ is an NE if and only if

$$
\begin{equation*}
F_{i}\left(\boldsymbol{\alpha}^{*}\right)=\max _{j=1, \cdots, \cdot, m_{i}} F_{i}^{j}\left(\boldsymbol{\alpha}^{*}\right), \forall \boldsymbol{\alpha}_{i} \in \Delta_{i}, \forall i \in I \tag{4}
\end{equation*}
$$

Intuitively, in an NE for the game $\Gamma$, no player can improve his expected payoff with a unilateral change in strategy, i.e., a unilateral reallocation of his previously allocated resource level. We now prove the existence of an NE in a finite $n$-person $\Gamma$. It suffices to prove the existence for case 2 since it subsumes case 1 by Lemma 1 when $R_{i}^{\min }=R_{i}$. The proof of the next theorem is similar to the proof of the existence of an equilibrium in [4]. Let

$$
\begin{equation*}
\Delta_{i}=\left\{\boldsymbol{\alpha}_{i}: \alpha_{i}^{j} \geq 0, j=1, \cdots, m_{i}, \alpha_{i}^{\min } \leq \sum_{j=1}^{m_{i}} \alpha_{i}^{j} \leq 1\right\} \tag{5}
\end{equation*}
$$

and $\Delta=\Delta_{1} \times \cdots \times \Delta_{n}$. The set $\Delta$ is compact and convex since the number of player is finite and each player has a finite number of strategies. Define the function $\phi=\left(\phi_{1}, \cdots, \phi_{n}\right): \Delta \rightarrow \Delta$ where $\phi_{i}=\left(\phi_{i}^{1}, \cdots, \phi_{i}^{m_{i}}\right)$ and

$$
\begin{equation*}
\phi_{i}^{j}=\frac{\boldsymbol{\alpha}_{i}^{j}+\max \left\{0, F_{i}^{j}(\boldsymbol{\alpha})-F_{i}(\boldsymbol{\alpha})\right\}}{1+\sum_{j=1}^{m_{i}} \max \left\{0, F_{i}^{j}(\boldsymbol{\alpha})-F_{i}(\boldsymbol{\alpha})\right\}}, i=1, \cdots, n, j=1, \cdots, m_{i} \tag{6}
\end{equation*}
$$

The functions $\phi_{i}^{j}$ are continuous since we assume that the $f_{i}^{j, k}(\boldsymbol{\alpha})$ are continuous in $\alpha_{i}^{j} \in[0,1], j=1, \cdots, m_{i}, \forall i \in I$. Therefore by the Brouwer fixed point theorem there exists fixed points

$$
\begin{equation*}
\alpha_{i}^{j}=\frac{\alpha_{i}^{j}+\max \left\{0, F_{i}^{j}(\boldsymbol{\alpha})-F_{i}(\boldsymbol{\alpha})\right\}}{1+\sum_{j=1}^{m_{i}} \max \left\{0, F_{i}^{j}(\boldsymbol{\alpha})-F_{i}(\boldsymbol{\alpha})\right\}}, i=1, \cdots, n, j=1, \cdots, m_{i} \tag{7}
\end{equation*}
$$

We now prove the following result.
Theorem 2. Every finite RAG $\Gamma$ has an NE in mixed strategies.
Proof. Let $\boldsymbol{\alpha}$ be an NE. Then no player has an incentive to change his strategy based on the allocation $\boldsymbol{\alpha}$. Note that the function
$\max \left\{0, F_{i}^{j}(\boldsymbol{\alpha})-F_{i}(\boldsymbol{\alpha})\right\}$ represent player's $i$ gain by choosing his pure strategy $j$ given the previous allocation $\boldsymbol{\alpha}$. Hence $\max \left\{0, F_{i}^{j}(\boldsymbol{\alpha})-F_{i}(\boldsymbol{\alpha})\right\}=0, j=1, \cdots, m_{i}, \forall i \in I$. Thus $\boldsymbol{\alpha}$ is a fixed point.

Conversely, let $\boldsymbol{\alpha}$ be a fixed point. Then for each $i$ let $l$ be a pure strategy such that $\alpha_{i}^{l}>0$, and $F_{i}^{l}(\boldsymbol{\alpha})=\min _{j=1, \cdots, m_{i}} F_{i}^{j}(\boldsymbol{\alpha})$. Therefore, $\max \left\{0, F_{i}^{j}(\boldsymbol{\alpha})-F_{i}(\boldsymbol{\alpha})\right\}=0$, since $F_{i}^{j}(\boldsymbol{\alpha}) \leq F_{i}(\boldsymbol{\alpha})$. Note that from Equation (7), the right hand side is $\alpha_{i}^{j}$ only when the denominator equals 1 . Hence, $\sum_{j=1}^{m_{i}} \max \left\{0, F_{i}^{j}(\boldsymbol{\alpha})-F_{i}(\boldsymbol{\alpha})\right\}=0$. Hence no player has an incentive to change his strategy, and so $\boldsymbol{\alpha}$ is an NE allocation to complete the proof.

We next show how a standard $n$-person game in normal form with constant von Neumann-Morgenstern (VNM) utility functions is a special case of an allocation game as defined in this paper.

Theorem 3. The payoff matrix for a standard normal form game is a special case of the payoff matrix for a RAG.

Proof. Let $u_{i}\left(s_{i}^{j}, s_{-i}^{k}\right)=c_{i}^{j, k}, j=1, \cdots, m_{i}, k=1, \cdots, m_{-i}, \forall i \in I$ be constant VNM utilities for a normal form game. It suffices to show that for any player $i$ the VNM utilities can be written as the payoffs for player $i$ in an allocation game $\Gamma$. To do so simply let $f_{i}^{j, k}(\boldsymbol{\alpha})=c_{i}^{j, k} \times R_{i}, R_{i}=1, \forall i \in I$. It follows that a standard normal form game with constant VNM utilities is a special case of the game $\Gamma$ to complete the proof.

In other words, for $R_{i}=1, \forall i \in I$ the payoff functions for each player $i$ need not vary with the fraction each player allocates to each of his pure strategies. It follows that for any equilibrium, say an NE or an MBE, a normal form game with VNM utilities is a special case of an associated RAG. In the next section we consider the computation of an NE. The computation of an MBE will be considered in Section 5.

## 4. The Computation of an NE for a RAG

In this section we provide a nonlinear programming approach to compute an NE for an n-person game by extending the nonlinear program in [10] to find an NE for the game $\Gamma$. Therefore an allocation $\boldsymbol{\alpha}$ is an NE if and only the maximum of the following nonlinear program is zero.

Theorem 4. $\alpha^{*}$ is an NE for $\Gamma$ if and only if the maximum of the following nonlinear program is 0 .

Maximize $g(\boldsymbol{\alpha}, \boldsymbol{\beta})=\sum_{i=1}^{n}\left[F_{i}(\boldsymbol{\alpha})-\beta_{i}\right]$
subject to

$$
\begin{align*}
& \sum_{k=1}^{m_{-i}} \alpha_{-i}^{k} f_{i}^{j, k}(\boldsymbol{\alpha}) \leq \beta_{i}, j=1, \cdots, m_{i}, \forall i \in I,  \tag{8}\\
& \alpha_{i}^{j} \geq 0, j=1, \cdots, m_{i}, \forall i \in I, \\
& \alpha_{i}^{\min } \leq \sum_{j=1}^{m_{i}} \alpha_{i}^{j} \leq 1, \forall i \in I .
\end{align*}
$$

Proof. Let $\alpha^{*}$ be an NE where each player $i$ allocates $\sum_{j=1}^{m_{i}} \alpha_{i}^{j^{*}}$ of his total resource $R_{i}$. Then $F_{i}\left(\alpha^{*}\right)=\max _{j} F_{i}^{j}\left(\alpha^{*}\right)=\beta_{i}^{*}$. Therefore $g\left(\boldsymbol{\alpha}^{*}, \boldsymbol{\beta}^{*}\right)=0$. Furthermore, all constraints (8) are satisfied since from Definition 1 $\beta_{i}^{*}=\max _{j=1, \cdots, m_{i}} F_{i}^{j}\left(\boldsymbol{\alpha}^{*}\right)$.

Conversely, let $\boldsymbol{\alpha}^{*}, \boldsymbol{\beta}^{*}$ be a feasible point such that $g\left(\boldsymbol{\alpha}^{*}, \boldsymbol{\beta}^{*}\right)=0$. It can easily be checked by the constraints (8) and Equation (3) that $F_{i}\left(\alpha^{*}\right) \leq \beta_{i}^{*}$. Hence it must be the case that $F_{i}\left(\boldsymbol{\alpha}^{*}\right)=\boldsymbol{\beta}_{i}^{*}$. Otherwise $g\left(\boldsymbol{\alpha}^{*}, \boldsymbol{\beta}^{*}\right) \neq 0$ which yields a contradiction. Moreover, from the constraints 8 $\beta_{i}^{*}=\max _{j=1, \cdots, m_{i}} F_{i}^{j}\left(\alpha^{*}\right)$. Therefore $\alpha^{*}$ is a NE by Definition 1.

It is worth noting that the payoff functions at an NE may not be maximized. To maximize the payoff functions one needs to find an allocation such that the fraction each player $i$ allocates to each strategy maximizes each of the player $i$ 's payoff functions. However, we analyze only the case where the payoff functions are monotonically nondecreasing functions in the fraction of the resource $\alpha_{i}^{j}$. In this case, each of the payoff functions is maximized when the total resource $R_{i}$ is allocated to that strategy. In other words, $F_{i}^{j}\left(\alpha_{i}^{j}=1, \boldsymbol{\alpha}_{-i}\right) \geq F_{i}^{j}\left(\boldsymbol{\alpha}_{i}, \boldsymbol{\alpha}_{-i}\right), j=1, \cdots, m_{i}, \forall \alpha_{i} \in \Delta_{i}, \forall i \in I$.

Lemma 5. Let $f_{i}^{j, k}(\boldsymbol{\alpha})$ be monotonically increasing functions in $\alpha_{i}^{j}, j=1, \cdots, m_{i}, \forall i \in I$. Then the optimal strategy for each player is an NE if and only if the maximum of the following nonlinear program is 0 .

$$
\begin{align*}
& \text { Maximize } g(\boldsymbol{\alpha}, \boldsymbol{\beta})=\sum_{i=1}^{n}\left[F_{i}(\boldsymbol{\alpha})-\beta_{i}\right] \\
& \text { subject to } \\
& F_{i}^{j}\left(\alpha_{i}^{j}=1, \boldsymbol{\alpha}_{-i}\right) \leq \beta_{i}, j=1, \cdots, m_{i}, \forall i \in I,  \tag{9}\\
& \alpha_{i}^{j} \geq 0, \forall i \in I, j=1, \cdots, m_{i}, \\
& \sum_{j=1}^{m_{i}} \alpha_{i}^{j}=1, \forall i \in I .
\end{align*}
$$

Proof. Let $\boldsymbol{\alpha}^{*}$ be an NE where the payoff is maximized. Then

$$
\beta_{i}^{*}=\max _{j=1, \cdots, m_{i}} F_{i}^{j}\left(\alpha_{i}^{j^{*}}=1, \alpha_{-i}\right)
$$

However, $\boldsymbol{\alpha}^{*}$ is an NE. Hence from Theorem 4 the maximum of the nonlinear program is 0 .

Conversely, let $\boldsymbol{\alpha}^{*}, \boldsymbol{\beta}^{*}$ be a feasible point such that the maximum of (9) is 0 . The functions $f_{i}^{j}$ are monotonically nondecreasing in $\alpha_{i}^{j}, \forall i \in I, j=1, \cdots, m_{i}$. Therefore, there exists a solution that zero-maximizes the objective function and satisfies all the conditions of the nonlinear program in Theorem 4. Hence the solution is an NE. Furthermore, the solution maximizes the expected payoff for each player of over all payoff functions and the proof is complete.

## 5. The Computation of an MBE for a RAG

In this section, we consider the MBE. We present an approach similar to (8) for computing an MBE if one exists. However, the case of computing an MBE is
different from the case of computing an NE since an MBE for $n \geq 3$ may not exist as shown by the example of section 6. An MBE for a RAG is defined as follows.

Definition 2. A strategy $\alpha^{*}$ is an MBE for $\Gamma$ if and only if

$$
\begin{equation*}
F_{i}\left(\boldsymbol{\alpha}^{*}\right)=\max _{k=1,,, m_{-i}} \sum_{j=1}^{m_{i}} \frac{\alpha_{i}^{j^{*}}}{\sum_{j=1}^{m_{i}} \alpha_{i}^{j^{*}}} f_{i}^{j, k}\left(\boldsymbol{\alpha}^{*}\right), \forall \alpha_{-i} \in \Delta_{-i}, \forall i \in I . \tag{10}
\end{equation*}
$$

In other words, a strategy is an MBE if for all $i=1, \cdots, n$, when player $i$ does not change his strategy, no one or more other players can change strategies and increase player $i$ 's expected payoff. Thus in an MBE for the game $\Gamma$, no player has an incentive for a unilateral change of his resource allocation if increasing the other players' expected payoffs is his completely unselfish objective. We now extend the nonlinear program presented in [11] to the RAG $\Gamma$.

Theorem 6. $\alpha^{*}$ is an MBE for $\Gamma$ if and only if the maximum of the following nonlinear program is 0 .

$$
\operatorname{Maximize} h(\boldsymbol{\alpha}, \boldsymbol{\beta})=\sum_{i=1}^{n}\left[F_{i}(\boldsymbol{\alpha})-\boldsymbol{\beta}_{i}\right]
$$

subject to

$$
\begin{align*}
& \sum_{j=1}^{m_{i}} \frac{\alpha_{i}^{j}}{\sum_{j=1}^{m_{i}} \alpha_{i}^{j}} f_{i}^{j, k}(\boldsymbol{\alpha}) \leq \beta_{i}, k=1, \cdots, m_{-i}, \forall i \in I  \tag{11}\\
& \alpha_{i}^{j} \geq 0, \forall i \in I, j=1, \cdots, m_{i} \\
& \alpha_{i}^{\min } \leq \sum_{j=1}^{m_{i}} \alpha_{i}^{j} \leq 1, \forall i \in I
\end{align*}
$$

Proof. Let $\alpha^{*}$ be an MBE allocation. Then each player allocates to each strategy a fraction $\alpha_{i}^{j^{*}}$ of his resource that equals to the probability that the player uses that strategy. From Definition 2 one can check that $F_{i}\left(\boldsymbol{\alpha}^{*}\right)=\beta_{i}^{*}=\max _{k=1, \cdots, m_{-i}} F_{i}^{k}\left(\boldsymbol{\alpha}^{*}\right), \forall i \in I$. Hence all constraints are satisfied. Moreover, $h\left(\boldsymbol{\beta}^{*}, \alpha^{*}\right)=0$.

Conversely, let $\left(\boldsymbol{\alpha}^{*}, \boldsymbol{\beta}^{*}\right)$ be a feasible solution such that $h\left(\boldsymbol{\alpha}^{*}, \boldsymbol{\beta}^{*}\right)=0$. From (11), it is easy to see that $F_{i}\left(\boldsymbol{\alpha}^{*}\right) \leq \beta_{i}^{*}, \forall i \in I$. But $h\left(\boldsymbol{\alpha}^{*}, \boldsymbol{\beta}^{*}\right)=0$, so it must be that $F_{i}\left(\boldsymbol{\alpha}^{*}\right)=\beta_{i}^{*}, \forall i \in I$ and $\beta_{i}^{*}=\max _{k=1, \cdots, m_{-i}} F_{i}^{k}(\boldsymbol{\alpha})$. Therefore, $F_{i}\left(\alpha^{*}\right)=\max _{k=1, \cdots, m_{-i}} F_{i}^{k}\left(\alpha^{*}\right)$, and hence $\alpha^{*}$ is an MBE by Definition 2.

## 6. Examples

In this section we present three examples. The first example is a 2-person RAG, while the second and third are 3-person RAGs.

## Example 1.

In this 2-person RAG each player has 2 strategies. For some single resource, player 1 has $R_{1}=30$ units and player 2 has $R_{2}=50$ units. The payoff matrix for each player is shown in Table 2. For this game, we consider Case 1 and Case 2 from Section 2. In the first case, each player uses his maximum resource. The following NLP finds an NE for $\Gamma$ for Case 1.

Table 2. Example 1.

|  | $s_{2}^{1}$ | $s_{2}^{2}$ |
| :---: | :---: | :---: |
| $s_{1}^{1}$ | $\left(3+\alpha_{1}^{1} \times 30,5+\alpha_{2}^{1} \times 50\right)$ | $\left(2+\alpha_{1}^{1} \times 30,8+\alpha_{2}^{2} \times 50\right)$ |
| $s_{1}^{2}$ | $\left(2+\alpha_{1}^{2} \times 30,6+\alpha_{2}^{1} \times 50\right)$ | $\left(5+\alpha_{1}^{2} \times 30,4+\alpha_{2}^{2} \times 50\right)$ |

$(P 1)$ Maximize $g(\boldsymbol{\alpha}, \boldsymbol{\beta})=\frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(3+\alpha_{1}^{1} \times 30+5+\alpha_{2}^{1} \times 50\right)$

$$
\begin{aligned}
& +\frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(2+\alpha_{1}^{1} \times 30+8+\alpha_{2}^{2} \times 50\right) \\
& +\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(2+\alpha_{1}^{2} \times 30,6+\alpha_{2}^{1} \times 50\right) \\
& +\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(5+\alpha_{1}^{2} \times 30,4+\alpha_{2}^{2} \times 50\right)-\beta_{1}-\beta_{2}
\end{aligned}
$$

subject to

$$
\begin{aligned}
& \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(3+\alpha_{1}^{1} \times 30\right)+\frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(2+\alpha_{1}^{1} \times 30\right) \leq \beta_{1} \\
& \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(2+\alpha_{1}^{2} \times 30\right)+\frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(5+\alpha_{1}^{2} \times 30\right) \leq \beta_{1} \\
& \frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}}\left(5+\alpha_{2}^{1} \times 50\right)+\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}}\left(6+\alpha_{2}^{1} \times 50\right) \leq \beta_{2} \\
& \frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}}\left(8+\alpha_{2}^{2} \times 50\right)+\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}}\left(4+\alpha_{2}^{2} \times 50\right) \leq \beta_{2} \\
& \alpha_{1}^{1}+\alpha_{1}^{2}=1 \\
& \alpha_{2}^{1}+\alpha_{2}^{2}=1 .
\end{aligned}
$$

One solution to (P1) with $g\left(\alpha^{*}, \beta^{*}\right)=0$ and hence an NE is $\alpha_{1}^{1^{*}}=0.52$, $\alpha_{1}^{2^{*}}=0.48, \alpha_{2}^{1^{*}}=0.51, \alpha_{2}^{2^{*}}=0.49, \beta_{1}^{*}=17.99, \beta_{2}^{*}=30.77$.
In Case 2 when each player allocates at least 0.4 of his resource, the following NLP finds an NE strategy for this problem.
$(P 2)$ Maximize $g(\boldsymbol{\alpha}, \boldsymbol{\beta})=\frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(3+\alpha_{1}^{1} \times 30+5+\alpha_{2}^{1} \times 50\right)$

$$
\begin{aligned}
& +\frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(2+\alpha_{1}^{1} \times 30+8+\alpha_{2}^{2} \times 50\right) \\
& +\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(2+\alpha_{1}^{2} \times 30,6+\alpha_{2}^{1} \times 50\right) \\
& +\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(5+\alpha_{1}^{2} \times 30,4+\alpha_{2}^{2} \times 50\right)-\beta_{1}-\beta_{2}
\end{aligned}
$$

subject to

$$
\begin{aligned}
& \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(3+\alpha_{1}^{1} \times 30\right)+\frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(2+\alpha_{1}^{1} \times 30\right) \leq \beta_{1} \\
& \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(2+\alpha_{1}^{2} \times 30\right)+\frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(5+\alpha_{1}^{2} \times 30\right) \leq \beta_{1}
\end{aligned}
$$

$$
\begin{aligned}
& \frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}}\left(5+\alpha_{2}^{1} \times 50\right)+\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}}\left(6+\alpha_{2}^{1} \times 50\right) \leq \beta_{2} \\
& \frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}}\left(8+\alpha_{2}^{2} \times 50\right)+\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}}\left(4+\alpha_{2}^{2} \times 50\right) \leq \beta_{2} \\
& 0.4 \leq \alpha_{1}^{1}+\alpha_{1}^{2} \leq 1 \\
& 0.4 \leq \alpha_{2}^{1}+\alpha_{2}^{2} \leq 1
\end{aligned}
$$

One solution to $(P 2)$ with $g\left(\alpha^{*}, \beta^{*}\right)=0$ and hence an NE is $\alpha_{1}^{1^{*}}=0.45$, $\alpha_{1}^{2^{*}}=0, \alpha_{2}^{1^{*}}=0.23, \alpha_{2}^{2^{*}}=0.17, \beta_{1}^{*}=15.94, \beta_{2}^{*}=16.5$. Thus there is an MBE for this example. However, in general an MBE need not exist for $n \geq 3$ as shown in [8]. In such cased, the interpretation is that there may not exist an allocation such that every player other than player $i$ allocates to each strategy a fraction equals to the probability of using that strategy that maximizes player $i$ 's payoff. In the next example, an MBE does not exist, However, an NE exists by Theorem 2.

## Example 2.

In this 3-person RAG each player has 2 strategies with $R_{1}=R_{2}=R_{3}=1$ and needs to allocate at least 0.2 of his maximum resource. The payoff matrix for each player is shown in Table 3.

We now write the following NLP to find an MBE.

$$
\begin{aligned}
& (P 3) \text { Maximize } h(\boldsymbol{\alpha}, \boldsymbol{\beta})=\frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}} \frac{\alpha_{3}^{1}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(1+\alpha_{2}^{1}+\alpha_{3}^{1}+1+\alpha_{1}^{1}+\alpha_{3}^{1}+0\right) \\
& \\
& +\frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}} \frac{\alpha_{3}^{2}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(1+\alpha_{1}^{1}+\alpha_{2}^{1}\right) \\
& +\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}} \frac{\alpha_{3}^{1}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(1+\alpha_{1}^{2}+\alpha_{2}^{2}\right) \\
& +\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}} \frac{\alpha_{3}^{2}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(1+\alpha_{2}^{2}+\alpha_{3}^{2}+1+\alpha_{1}^{2}+\alpha_{3}^{2}\right) \\
& -\beta_{1}-\beta_{2}-\beta_{3} \\
& \operatorname{subject~to~} \\
& \\
& \quad \frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}}\left(1+\alpha_{2}^{1}+\alpha_{3}^{1}\right)+\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}}(0) \leq \beta_{1} \\
& \frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}}(0)+\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}}(0) \leq \beta_{1}
\end{aligned}
$$

Table 3. Example 2.

| $s_{3}^{1}$ | $s_{2}^{1}$ | $s_{2}^{2}$ |
| :---: | :---: | :---: |
| $s_{1}^{1}$ | $\left(1+\alpha_{2}^{1}+\alpha_{3}^{1}, 1+\alpha_{1}^{1}+\alpha_{3}^{1}, 0\right)$ | $(0,0,0)$ |
| $s_{1}^{2}$ | $(0,0,0)$ | $\left(0,0,1+\alpha_{1}^{2}+\alpha_{2}^{2}\right)$ |
| $s_{3}^{2}$ | $s_{2}^{1}$ | $s_{2}^{2}$ |
| $s_{1}^{1}$ | $\left(0,0,1+\alpha_{1}^{1}+\alpha_{2}^{1}\right)$ | $(0,0,0)$ |
| $s_{1}^{2}$ | $(0,0,0)$ | $\left(1+\alpha_{2}^{2}+\alpha_{3}^{2}, 1+\alpha_{1}^{2}+\alpha_{3}^{2}, 0\right)$ |

$$
\begin{aligned}
& \frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}}(0)+\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}}\left(1+\alpha_{2}^{2}+\alpha_{3}^{2}\right) \leq \beta_{1} \\
& \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(1+\alpha_{1}^{1}+\alpha_{3}^{1}\right)+\frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}}(0) \leq \beta_{2} \\
& \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}}(0)+\frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}}(0) \leq \beta_{2} \\
& \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}}(0)+\frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(1+\alpha_{1}^{2}+\alpha_{3}^{2}\right) \leq \beta_{2} \\
& \frac{\alpha_{3}^{1}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(1+\alpha_{1}^{2}+\alpha_{2}^{2}\right)+\frac{\alpha_{3}^{2}}{\alpha_{3}^{1}+\alpha_{3}^{2}}(0) \leq \beta_{3} \\
& \frac{\alpha_{3}^{1}}{\alpha_{3}^{1}+\alpha_{3}^{2}}(0)+\frac{\alpha_{3}^{2}}{\alpha_{3}^{1}+\alpha_{3}^{2}}(0) \leq \beta_{3} \\
& \frac{\alpha_{3}^{1}}{\alpha_{3}^{1}+\alpha_{3}^{2}}(0)+\frac{\alpha_{3}^{2}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(1+\alpha_{1}^{1}+\alpha_{2}^{1}\right) \leq \beta_{3} \\
& \alpha_{i}^{j} \geq 0, \forall i \in I, j=1, \cdots, m_{i} \\
& 0.2 \leq \sum_{j=1}^{m_{i}} \alpha_{i}^{j} \leq 1, \forall i \in I .
\end{aligned}
$$

In this problem, an MBE does not exist. This fact follows from ( $P 3$ ) having the maximum objective function value not equal zero. Moreover, note that there is not any pure Berge equilibrium because whenever players 1 and 2 gets a positive payoff, player 3 gets a payoff 0 and vice versa. Furthermore, if any mixed strategy is used then for at least one player $i$, the players $-i$ will choose with a positive probability a strategy where at least one player $i$ gets a payoff 0 . Hence the maximum of $(P 3)$ cannot be 0 , and there is no MBE by Theorem 6 . In contrast to the MBE, an NE always exists by Theorem 2. The following is the nonlinear program to find an NE for this game.

$$
\begin{aligned}
& (P 4) \text { Maximize } g(\boldsymbol{\alpha}, \boldsymbol{\beta})=\frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}} \frac{\alpha_{3}^{1}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(1+\alpha_{2}^{1}+\alpha_{3}^{1}+1+\alpha_{1}^{1}+\alpha_{3}^{1}+0\right) \\
& \\
& \quad+\frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}} \frac{\alpha_{3}^{2}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(1+\alpha_{1}^{1}+\alpha_{2}^{1}\right) \\
& \\
& \quad+\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}} \frac{\alpha_{3}^{1}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(1+\alpha_{1}^{2}+\alpha_{2}^{2}\right) \\
& \\
& \quad+\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}} \frac{\alpha_{3}^{2}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(1+\alpha_{2}^{2}+\alpha_{3}^{2}+1+\alpha_{1}^{2}+\alpha_{3}^{2}\right) \\
& \\
& \quad-\beta_{1}-\beta_{2}-\beta_{3}
\end{aligned}
$$

subject to
$\frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}} \frac{\alpha_{3}^{1}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(1+\alpha_{2}^{1}+\alpha_{3}^{1}\right) \leq \beta_{1}$
$\frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}} \frac{\alpha_{3}^{2}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(1+\alpha_{2}^{2}+\alpha_{3}^{2}\right) \leq \beta_{1}$
$\frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{3}^{1}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(1+\alpha_{1}^{1}+\alpha_{3}^{1}\right) \leq \beta_{2}$

$$
\begin{aligned}
& \frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{3}^{2}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(1+\alpha_{1}^{2}+\alpha_{3}^{2}\right) \leq \beta_{2} \\
& \frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(1+\alpha_{1}^{2}+\alpha_{2}^{2}\right) \leq \beta_{3} \\
& \frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(1+\alpha_{1}^{1}+\alpha_{2}^{1}\right) \leq \beta_{3} \\
& \alpha_{1}^{1}, \alpha_{1}^{2}, \alpha_{2}^{1}, \alpha_{2}^{2}, \alpha_{3}^{1}, \alpha_{3}^{2} \geq 0, \forall i \in I, j=1, \cdots, m_{i} \\
& 0.2 \leq \alpha_{1}^{1}+\alpha_{1}^{2} \leq 1 \\
& 0.2 \leq \alpha_{2}^{1}+\alpha_{2}^{2} \leq 1 \\
& 0.2 \leq \alpha_{3}^{1}+\alpha_{3}^{2} \leq 1 .
\end{aligned}
$$

One solution to (P4) with $g\left(\alpha^{*}, \beta^{*}\right)=0$ and hence an NE is $\alpha_{1}^{1^{*}}=\alpha_{1}^{2^{*}}=\alpha_{2}^{{{ }^{*}}^{*}}=\alpha_{2}^{2^{*}}=\alpha_{3}^{1^{*}}=\alpha_{3}^{2^{*}}=0.1, \beta_{1}^{*}=\beta_{2}^{*}, \beta_{3}^{*}=0.3, \quad \beta_{1}^{*}=\beta_{2}^{*}, \beta_{3}^{*}=0.3$.

## Example 3.

In this 3-person RAG each player has 2 pure strategies with $R_{1}=R_{2}=R_{3}=1$, and each player needs to allocate at least 0.2 of his maximum resource. The payoff matrices are shown in Table 4.

This example has an MBE obtained from the following NLP.

$$
\begin{aligned}
& \text { (P5) Maximize } h(\boldsymbol{\alpha}, \boldsymbol{\beta})=\frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}} \frac{\alpha_{3}^{1}}{\alpha_{3}^{1}+\alpha_{3}^{2}} \\
& \times\left(2+\alpha_{2}^{1}+\alpha_{3}^{1}+1+\alpha_{1}^{1}+\alpha_{3}^{1}+2+\alpha_{1}^{1}+\alpha_{2}^{1}\right) \\
& +\frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}} \frac{\alpha_{3}^{1}}{\alpha_{3}^{1}+\alpha_{3}^{2}} \\
& \times\left(1+\alpha_{2}^{2}+\alpha_{3}^{1}+2+\alpha_{1}^{1}+\alpha_{3}^{1}+1+\alpha_{1}^{1}+\alpha_{2}^{2}\right) \\
& +\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}} \frac{\alpha_{3}^{1}}{\alpha_{3}^{1}+\alpha_{3}^{2}} \\
& \times\left(1+\alpha_{2}^{1}+\alpha_{3}^{1}+2+\alpha_{1}^{2}+\alpha_{3}^{1}+1+\alpha_{1}^{2}+\alpha_{2}^{1}\right) \\
& +\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}} \frac{\alpha_{3}^{1}}{\alpha_{3}^{1}+\alpha_{3}^{2}} \\
& \times\left(2+\alpha_{2}^{2}+\alpha_{3}^{1}+1+\alpha_{1}^{2}+\alpha_{3}^{1}+2+\alpha_{1}^{2}+\alpha_{2}^{2}\right) \\
& \\
& +\frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}} \frac{\alpha_{3}^{2}}{\alpha_{3}^{1}+\alpha_{3}^{2}} \\
& \times\left(1+\alpha_{2}^{1}+\alpha_{3}^{2}+2+\alpha_{1}^{1}+\alpha_{3}^{2}+1+\alpha_{1}^{1}+\alpha_{2}^{1}\right)
\end{aligned}
$$

Table 4. Example 3.

| $s_{3}^{1}$ | $s_{2}^{1}$ | $s_{2}^{2}$ |
| :---: | :---: | :---: |
| $s_{1}^{1}$ | $\left(2+\alpha_{2}^{1}+\alpha_{3}^{1}, 1+\alpha_{1}^{1}+\alpha_{3}^{1}, 2+\alpha_{1}^{1}+\alpha_{2}^{1}\right)$ | $\left(1+\alpha_{2}^{2}+\alpha_{3}^{1}, 2+\alpha_{1}^{1}+\alpha_{3}^{1}, 1+\alpha_{1}^{1}+\alpha_{2}^{2}\right)$ |
| $s_{1}^{2}$ | $\left(1+\alpha_{2}^{1}+\alpha_{3}^{1}, 2+\alpha_{1}^{2}+\alpha_{3}^{1}, 1+\alpha_{1}^{2}+\alpha_{2}^{1}\right)$ | $\left(2+\alpha_{2}^{2}+\alpha_{3}^{1}, 1+\alpha_{1}^{2}+\alpha_{3}^{1}, 2+\alpha_{1}^{2}+\alpha_{2}^{2}\right)$ |
| $s_{3}^{2}$ | $s_{2}^{1}$ | $s_{2}^{2}$ |
| $s_{1}^{1}$ | $\left(1+\alpha_{2}^{1}+\alpha_{3}^{2}, 2+\alpha_{1}^{1}+\alpha_{3}^{2}, 1+\alpha_{1}^{1}+\alpha_{2}^{1}\right)$ | $\left(2+\alpha_{2}^{2}+\alpha_{3}^{2}, 1+\alpha_{1}^{1}+\alpha_{3}^{2}, 2+\alpha_{1}^{1}+\alpha_{2}^{2}\right)$ |
| $s_{1}^{2}$ | $\left(2+\alpha_{2}^{1}+\alpha_{3}^{2}, 1+\alpha_{1}^{2}+\alpha_{3}^{2}, 2+\alpha_{1}^{2}+\alpha_{2}^{1}\right)$ | $\left(1+\alpha_{2}^{2}+\alpha_{3}^{2}, 2+\alpha_{1}^{2}+\alpha_{3}^{2}, 1+\alpha_{1}^{2}+\alpha_{2}^{2}\right)$ |

$$
\begin{aligned}
& +\frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}} \frac{\alpha_{3}^{2}}{\alpha_{3}^{1}+\alpha_{3}^{2}} \\
& \times\left(2+\alpha_{2}^{2}+\alpha_{3}^{2}+1+\alpha_{1}^{1}+\alpha_{3}^{2}+2+\alpha_{1}^{1}+\alpha_{2}^{2}\right) \\
& +\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}} \frac{\alpha_{3}^{2}}{\alpha_{3}^{1}+\alpha_{3}^{2}} \\
& \times\left(2+\alpha_{2}^{1}+\alpha_{3}^{2}+1+\alpha_{1}^{2}+\alpha_{3}^{2}+2+\alpha_{1}^{2}+\alpha_{2}^{1}\right) \\
& +\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}} \frac{\alpha_{3}^{2}}{\alpha_{3}^{1}+\alpha_{3}^{2}} \\
& \times\left(1+\alpha_{2}^{2}+\alpha_{3}^{2}+2+\alpha_{1}^{2}+\alpha_{3}^{2}+1+\alpha_{1}^{2}+\alpha_{2}^{2}\right) \\
& -\beta_{1}-\beta_{2}-\beta_{3}
\end{aligned}
$$

subject to

$$
\begin{aligned}
& \frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}}\left(2+\alpha_{2}^{1}+\alpha_{3}^{1}\right)+\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}}\left(1+\alpha_{2}^{1}+\alpha_{3}^{1}\right) \leq \beta_{1} \\
& \frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}}\left(1+\alpha_{2}^{2}+\alpha_{3}^{1}\right)+\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}}\left(2+\alpha_{2}^{2}+\alpha_{3}^{1}\right) \leq \beta_{1} \\
& \frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}}\left(1+\alpha_{2}^{1}+\alpha_{3}^{2}\right)+\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}}\left(2+\alpha_{2}^{1}+\alpha_{3}^{2}\right) \leq \beta_{1} \\
& \frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}}\left(2+\alpha_{2}^{2}+\alpha_{3}^{2}\right)+\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}}\left(1+\alpha_{2}^{2}+\alpha_{3}^{2}\right) \leq \beta_{1} \\
& \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(1+\alpha_{1}^{1}+\alpha_{3}^{1}\right)+\frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(2+\alpha_{1}^{1}+\alpha_{3}^{1}\right) \leq \beta_{2} \\
& \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(2+\alpha_{1}^{2}+\alpha_{3}^{1}\right)+\frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(1+\alpha_{1}^{2}+\alpha_{3}^{1}\right) \leq \beta_{2} \\
& \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(2+\alpha_{1}^{1}+\alpha_{3}^{2}\right)+\frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(1+\alpha_{1}^{1}+\alpha_{3}^{2}\right) \leq \beta_{2} \\
& \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(1+\alpha_{1}^{2}+\alpha_{3}^{2}\right)+\frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(2+\alpha_{1}^{2}+\alpha_{3}^{2}\right) \leq \beta_{2} \\
& \frac{\alpha_{3}^{1}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(2+\alpha_{1}^{1}+\alpha_{2}^{1}\right)+\frac{\alpha_{3}^{2}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(1+\alpha_{1}^{1}+\alpha_{2}^{1}\right) \leq \beta_{3} \\
& \frac{\alpha_{3}^{1}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(1+\alpha_{1}^{1}+\alpha_{2}^{2}\right)+\frac{\alpha_{3}^{2}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(2+\alpha_{1}^{1}+\alpha_{2}^{2}\right) \leq \beta_{3} \\
& \frac{\alpha_{3}^{1}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(1+\alpha_{1}^{2}+\alpha_{2}^{1}\right)+\frac{\alpha_{3}^{2}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(2+\alpha_{1}^{2}+\alpha_{2}^{1}\right) \leq \beta_{3} \\
& \frac{\alpha_{3}^{1}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(2+\alpha_{1}^{2}+\alpha_{2}^{2}\right)+\frac{\alpha_{3}^{2}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(1+\alpha_{1}^{2}+\alpha_{2}^{2}\right) \leq \beta_{3} \\
& \alpha_{i}^{j} \geq 0, \forall i \in I, j=1, \cdots, m_{i} \\
& 0.2 \leq \sum_{j=1}^{m_{i}} \alpha_{i}^{j} \leq 1, \forall i \in I \text {. }
\end{aligned}
$$

One solution to (P5) with $h\left(\alpha^{*}, \beta^{*}\right)=0$ and hence an MBE is $\alpha_{1}^{1^{*}}=\alpha_{1}^{2^{2^{*}}}=\alpha_{2}^{1^{*}}=\alpha_{2}^{2^{*}}=\alpha_{3}^{1^{*}}=\alpha_{3}^{2^{*}}=0.125, \beta_{1}^{*}=\beta_{2}^{*}, \beta_{3}^{*}=1.75$.

## 7. Conclusion

In this paper, we gave an interpretation for mixed strategies to $n$-person games in normal form via the notion of resource allocation. In these games, a mixed strategy is an allocation strategy, as distinguished from other interpretations of a mixed strategy. Each player chooses a pure strategy with a probability that equals to the fraction of the maximum available resource allocated to that pure strategy over the total fraction of the the resource the player allocates to all his pure strategies. We proved the existence of an NE in these games. Furthermore, we showed that an MBE may not exist in a resource allocation game unless there exists a strategy yielding zero for the associated nonlinear program.
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