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Abstract 
This paper proposes a new procedural model for the meaning theory as a 
vector valued function. This function exhibits the consistency and isomor-
phism properties through the vector space. The new model explains the pro-
cedural mechanism of the lingual communication between the speaker and 
the audience in four-dimensional view. This approach can lead to several ap-
plications in different fields. The encoding of texts or speech by the useful 
properties of vector spaces and their linearity property will improve the digital 
translation quality. This consequently will improve the precession of the sta-
tistical and computational analysis of texts. Programming the statements of a 
text will be established easily. This in turn can be a subject matter of the deci-
sion-making in general and informatics. In addition, the model gives a clear 
distinction between the two terms “explanation” and “interpretation” of a 
specific text. Furthermore, the model feeds the perception of how the meaning 
appears in different dimensions based on the signification vectors which can 
be constructed according to the meaning state of a given text. This has been a 
big dilemma in the linguistic academic field long time ago. 
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1. Introduction 

The meaning function has been an important target of study by scholars and 
scientists all over the human intellectual history. It possessed the interest of a 
huge number of scholars who belong to different backgrounds such as: philoso-
phy, linguistics, psychology, and mathematics. The authors in the current research 
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paper are introducing a new numerical model postulating the meaning theory in 
four-dimensional view. On one hand, this approach will be dealing with the 
meaning perspective as a continuous function and concerning the speech itself 
abstractly as a vector field. 

On the other hand, this will enhance and even create new practical applica-
tions in different scientific fields such as but not limited: computational linguis-
tics, psychiatric linguistics, IQ intelligence test for intelligent evaluation credibly, 
robot and call centers industrial technology. In addition, the useful applications 
of that model in the analysis and encoding texts will make a huge jump in stock 
marketing four dimensional analyses. 

Lakoff & Turner (1989) studied the metaphoric language and they concluded 
that it is a structure which is coming from a different conceptual domain. The 
computational approach introduced by Fass (1991) was an entrance for the ap-
plication of vectors in recognizing the metaphors and metonymies in a text. 
Cook and Stevenson (2010) continued the computational view automatically by 
detecting semantic changes with time. 

A vector function of one real variable is a function which has an interval of 
real numbers [ ]I ,a b= ⊂   as a domain and its range is a set of n-tuples of real 
numbers (Stewart, 1999). 

The three-dimensional vector function which the authors use in this paper 
fulfils the condition that for each number t in the domain of ( r̂ ) there exists a 
unique vector ( )ˆ tr  in three dimensions. If x(t), y(t), and z(t) are the compo-
nent functions of the vector ( )ˆ tr  or the coordinates of the vector in the Carte-
sian coordinate system. We can write the vector function in the parametric form 
as follows: 

( ) ( ) ( ) ( )( ) ( ) ( ) ( )ˆ ˆ ˆˆ , , , It x t y t z t x t y t z t t= = + + ∈r i j k         (1) 

where ˆ ˆ,i j  and k̂  are respectively unit vectors in the directions of X, Y, and Z; 
the three main axes of the Cartesian coordinate system. 

Hirtle (1985) stated that for linguistics to achieve its goal, we have to study a 
human language in all its dimensions. The dimensions were mentioned as: 
1) The class of the language, whether the language is belonging to the In-

do-European group of languages or other types.  
2) The temporal dimension; this includes the diachronic and synchronic analy-

sis.  
3) The existential dimension which considers the mental and physical ap-

proaches in a language. 
4) The operational dimension which provides how a word and a sentence were 

constructed in a sentence. 
Fauconnier & Turner (2002) discussed in detail how our minds and even an-

imal minds are able to visualize or estimate the significance of different objects 
or events occurring (can be seen, or can be heard simultaneously). They intro-
duced the blending technique which became a useful technique in studying the 
metaphor. By blending, the mind can integrate non-occupying objects or even 
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simultaneous events successfully. 
Gagliano et al. (2016) made a practical progress by using the blending tech-

nique to explain the semantic view of the figurative language. They related the 
semantic space domain of the metaphor to its original ancestor: the vector of an 
anchor word and the related vector of a poetic theme. According to them, the 
blending between those vectors will create the metaphoric meaning. 

2. Construction of the Meaning Function Model 

The meaning function (M) is a vector field on 3  (see Figure 1). 
It can be expressed in terms of its component functions (x, y, and z) as fol-

lows: 

( ) ˆ ˆ ˆ, ,x y z x y z= + +M i j k                     (2) 

where: 
“x” is the component of the morphological level of a specific word with any 

human language, 
“y” represents the component of the syntax or the set of rules by which we can 

put the words together to create a logical meaning, j, 
“z” is the component of the rhetorical styles in a language which coincide with 

the situation of the speech.  
ˆ ˆ,i j  and k̂  are respectively unit vectors in the directions of X, Y, and Z (the 

main Cartesian axes). The continuity of M can be easily defined due to the con-
tinuity of its components inside the local body of a community. 

The gradient vector ∇M  of the meaning function is: 

ˆ ˆ ˆM M M
x y z

∂ ∂ ∂
∇ = + +

∂ ∂ ∂
M i j k  

2.1. The Dictionary Meaning of Words in the Simple One  
Dimensional Case 

In the ideal case, the meaning function ( ), ,x y zM  fulfils the dimension-
al-consistency and it is continuous in the three dimensional space. How can we  
 

 
Figure 1. The meaning function as a vector field on 3  
(adapted from Stewart, 1999). 

M (x, y, z)
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represent the coordinate values of the meaning function in terms of numbers 
and expressions? That was a hard lingering question but the answer can be ap-
proached closely through the following lines. 

On the morphological level, the meaning component x is the number of words 
in a complete sentence or equals one if we are referring to the dictio-
nary-meaning of a word specifically. For example, if we want to write a meaning 
vector component which is related to the word “answer,” where (x = 1). We will 
have: 

ˆ1,0,0 1 ˆ 0 ˆ0= = + +M i j k                     (3) 

If we try to represent the word “really” with no intonation factor, Equation (3) 
would be the perfect form. When the intonation “really!” comes along as an ex-
clamation reaction of the audience, it will introduce the variable x to the com-
ponent of M along the x-axis and Equation (3) will become: 

( ) ˆ ˆ ˆ,0,1 10 0x x= + = + + +M i j k                   (4) 

It is clear that the one-dimensional meaning function Mx will construct a li-
near relation and can be represented by an equation of a line as: Mx = mx + b; 
where m is the slope of the line and b is the y-intercept and at the same time 
equals the number of the dictionary words, Figure 2. 

2.2. The two Dimensional Case of the Meaning Function 

In the two-dimensional case, the syntax or the grammar of a human language 
will contribute a supporting level into the meaning function. The sentence here 
will have either a regular structure form, i.e. an active form, or a deviated normal 
form but is still meaningful, such as: the passive voice, the indirect speech, and 
moving the words forward or delaying them. In this case any simple normal 
structural form of a sentence will be assigned the value one. 

Let us give an example of simple two-dimensional case. The sentence “the cat 
is at the house” is a complete sentence. It has a subject, a verb and a complement 
respectively. It can be written mathematically as follows: 
 

 
Figure 2. The component of the meaning function in the direction of X-axis. 
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( ) ( ),  6,1 ,0 6 1ˆ ˆ ˆ  0i j y y= + = + + +i jM k           (5) 

In this equation, the value of the second coordinate is (1 + y). The number 
one refers to the number of structures which appeared in the sentence and the 
variable “y” represents the type of structure along the sentence. When y = 0 
there is no deviation than the normal structure. Moving up into a more compli-
cated form of a sentence, the variable y will be an outstanding factor in the 
second component estimation of the meaning function.  

A new sentence “the cat was left at the house” induces in the audience mind 
two facts; the first is: the “cat is at the house” and the second is: “the cat was be-
ing at the house by mistake”. Definitely, any change here in the second compo-
nent’s value will appear in Equation (5), so, it will look like: 

( ) ( ), 7 , 2 ,0 7 1 0ˆ ˆ ˆ
i j x y x y= + + = + + + +i jM k          (6) 

where the variable y represents any change in the structure of a given sentence. 
Again, the presence of the intonation factor added and enhanced the meaning in 
the mind of the audience. The sentence “the cat was left at the house” when ap-
plying intonation will let the audience feel that the cat could be in trouble be-
cause of the lack of food or the cat should have been with us to see the veterina-
rian. In Equation (6), x = 2 because the speaker applied the intonation twice. 
Here, the meaning function grows up more and the y-component of the mean-
ing function takes the straight line shape, Figure 3. 

2.3. The Three Dimensional Case of the Meaning Function 

The existence of the rhetorical tools in the text will move up or down the other 
two dimensional meaning components adding a new dimension, the 3rd dimen-
sion, acting as a height or an amplitude for the two-dimensional case. We can il-
lustrate that by analyzing the following sentence as a vector function: “the cat 
had asked me its food before it was left at the house.” The listener will get the 
meaning in three dimensions. He will realize that there is a cat and that cat was 
left at the house by mistake. In addition, that cat is in trouble because she was 
hungry and she behaved as a human or a kid metaphorically. The cat requested 
its food, so, the cat could be in trouble. 

The meaning function here will exhibit the third component which is the 
rhetorical one. The existence of that component has a great effect on the mean-
ing function by drawing a complete image with high resolution. We approx-
imate the metaphor or the metonymy here as an exponential function Z = (ez) 
due to the huge effect in enhancing the meaning image in the audience mind. It 
is clear that the third component grows up when it is compared with the second 
one (the quadratic form of the Y-direction), Figure 4. 

Then the meaning function ( ), ,x y zM  in three dimensions can be formu-
lated in the vector form as follows: 

( ) ( ), , 14 , 2 ,e 14 2 eˆ ˆ ˆ
i k

z z
j x y x y= + + = + + + +i jM k          (7) 
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Figure 3. The component of the meaning function in the direction of Y-axis. 

 

 
Figure 4. The component of the meaning function in the Z-direction. 

 
where: 

(14 + x) is the component of the meaning function in the X-direction which is 
represented by 14 words and 3-intonation syllabi. 

(2 + y) is the structure of the compound system which includes two sentences 
were conjugated by “before” and the passive voice variable y which appears one 
time in the sentence. This is considered as the component of the meaning func-
tion in the Y-direction. (ez) is the meaning function component in the 
Z-direction which represents the metaphoric level. 

2.4. The Meaning Function: 4-Dimensional Approach 

Coming back to Equation (7), the dilemma of the metaphor and the metonymy 
problem holds our model to be accepted and makes it very difficult or not easy 
to be understood. The analysis of the metaphor leads us to add a binary rela-
tionship between two objects; these objects cannot occupy and each of them has 
its own attributes, Fass (1991). For example, when someone said the following 
statement “I was talking to a lion yesterday evening in the train.” In this sen-
tence, the speaker is describing a strong man and he was talking to him in the 
train. The listeners fast enough to get that the speaker-man is not crazy and he 
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was not talking to a real lion yesterday in the train.  
When the audience has enough intelligence and awareness of the language 

styles, they will be able to understand the speaker’s figurative speech and it was 
approved from the audience inside the native speaker's community body set in a 
certain area. The one-to-one map between the two objects (the lion-the man) 
enables one of the objects to give the other all or some of his attributes and vice 
versa without any occupation (see Figure 5). 

We could ask a series of questions now: Where can this attributes-trading-process 
happen? And how? Two good questions need answers. 

The function ( ), ,x y zM  ranged from zero speech (silence state) into the 
maximum positive absolute eloquence level having the maximum value. This 
value is the value on the border between the imagination and the closed 3-d re-
gion of meaning; when the speaker decorates his speech by introducing the me-
taphors and the metonymies in addition to the other rhetorical tools. This is the 
affirmation case. In the negation case, that value will be assigned the negative 
sign. The x, y, and z variables are approaching the maximum outer border of the 
meaning body and become closed enough to the invisible imagination power of 
the fourth-dimension. 

Of course, we cannot see the 4th dimension spatially although it does exist. It 
will be invisible for our mind because the latter is able to comprehend through 
the world in which we live. Fortunately, we can compare that 4th dimension with 
the 3rd one and hence we can notice the effect of that dimension on the intersec-
tion area. In other words, when the speaker reaches the abnormal state of elo-
quence, he will start to exaggerate the attributes of real objects. Here, the imagina-
tive power (invisible dimension) will be in contact to the surface of the sphere of 
meaning which in turn includes the three visible other dimensions (see Figure 6). 

Here, in this state a dimensional gate between the 3rd and the 4th dimensions 
will be opened. This gate enables the lion and the man in our example or the cat 
and the kid in the above example to trade their specific attributes. When the 
zone of the figurative language dumped down, the meaning function comes back 
to its original form as three-dimensional vector function.  

The metaphors will force us to rectify our model for the meaning function to 
be a fourth dimensional vector function and each statement can be represented 
by 4-dimensional meaning vector function. In the absence of the figurative lan-
guage, we assign the value of the fourth dimensional component the number 
zero. Hence, Equation (7) will be written in the vector form as: 

( ) ( ) ( ), , , 14 , 2 , ˆ ˆ ˆˆ,1e 14 2 e 1z z
i j k l x y x i y= + + = + + + + +M j k i       (8) 

where q = (1) represents the vector component of the imagination power of the 
4thdimension in the direction of the unit vector l̂  in relation to the vertical 
S-coordinate axis, i.e. when the figurative language exists in the speech.  

2.5. The Meaning Sphere as a 4-D Model 
We discussed above how simply we can formulate mathematically the statements  
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Figure 5. The binary relation one-to-one imaging in the imagination 
vector space of the human mind. 

 

 
Figure 6. The imaginative power as an intersection between the third and 
the fourth dimensions (adapted from, Science Wiki, 2017). 

 
of a given text. The text is a collection of statements in the space containing it 
and was replaced here in our model by vectors. These vectors can be linearly de-
pendent and that will strengthen the meaning stream in a certain direction or 
they can be linearly independent with discontinuity of the meaning stream, Fig-
ure 7. 

The human mind can analyze the language text and can check the linear in-
dependence between these meaning vectors producing the sense of continuity or 
discontinuity of meaning. Figure 7(a) shows the geometry of two vectors 
representing two statements in one text. The vector V1 equals the statement “the 
man was running fast,” while vector V2 equals the statement “the man arrived on 
time into his work.” These two vectors are linearly dependent. Figure 7(b) illu-
strates another case. Vector V1 equals the statement “the sky is clear” and V2 
equals the statement “it is cloudy” in the same text are linearly independent. 

As we mentioned above, the text in our model is a collection of vectors and 
these vectors obey the axioms of the vector space and exhibits all its linearity 
properties. The text is also a conservative vector field function in four-dimensions. 
The usage of the surface integral with a sphere as a closed-surface will encode 
the meaning stream in the targeting text. 
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(a)                                     (b) 

Figure 7. Linear independence: (a) the vectors V1 and V2 are linearly dependent in 
the same text; (b) The vectors V1 and V2 are linearly independent in the same text 
(adapted from, Leon, 2006). 

 
The flux of meaning across the sphere is: 

T
MF d= ⋅∫∫ M T                        (9) 

where T represents the surface of a given sphere in the parametric form by using 
the vector function: 

( ) ( ) ( ) ( )ˆ ˆ ˆˆ , , , ,x y zφ θ φ θ φ θ φ θ= + +r i j k              (10) 

The equation of a sphere is: 
2 2 2 2x y z a+ + =                        (11) 

when we describe the values of (x, y, z) in Equation (10) by using spherical coor-
dinates, we will obtain: sin cosx a φ θ= , sin siny a φ θ= , cosz a φ= . Then, 
Equation (10) can be written as: 

( ) ( ) ( )
( ) [ ]{ }

ˆ ˆ ˆˆ , sin cos sin sin cos ,

D , | [0, 2π], 0, π

a a aφ θ φ θ φ θ φ

θ φ θ φ

= + +

= ∈ ∈

r i j k
        (12) 

D is the parameters’ domain. Since the sphere is a smooth oriental surface, 
then it is instinctively provided with the orientation of the unit normal vector n̂  
which is positive in our case. 

ˆ φ θ

φ θ

×
=

×

r r
n

r r
                       (13) 

For the sphere in Equation (11), we have: 

( ) ( ) ( )2 2 2 2 2ˆ ˆ ˆsin cos sin sin sin cosa a aφ θ φ θ φ θ φ θ× = + +r r i j k     (14) 

and 
2 sinaφ θ φ× =r r                            (15) 

The value of n̂  in Equation (13) will be ( )1 ˆ ,
a

φ θr . 

Finally, Equation (9) can be written as: 

( )T D
MF d dAφ θ= ⋅ = ⋅ ×∫∫ ∫∫M T M r r              (16) 

where T is the surface of the sphere and D is the parameter domain. Now, we 
can evaluate the Meaning Flux (MF) of the sphere by using the positive orienta-

V

V

1

2

V

V

1

2
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tion of the field across the whole surface of the sphere. The sphere surface T is a 
closed surface and we can use Equation (16) with D, being the projection of both 
the upper hemisphere (MFUp) and the projection of the lower hemisphere (MFLo) 
on the x y-plane which is the equatorial disk 2 2 2 , 0x y a z+ ≤ = . 

The meaning flux of any text can be estimated in the same way as in Equation 
(16), and Equation (8) can be expanded to include the rest of the rhetorical tools 
which the speaker is using to capture the attention of the audience. It is relevant 
here to mention that there is an obligation condition. This condition is that the 
audience has to have the same semantic tools to receive the whole speaker’s in-
tended meaning beyond his speech. Any deficiency in this system will lead to a 
partial transfer of the ideas conveyed between the speaker and the listeners. 
Consequently, the procedural semantic system will exhibit lack of equilibrium. 

Since the sphere have eight octants, and then the vectors of the text can belong 
to anyone of them. Table 1 illustrates eight vectors related to the eight octants of 
the meaning sphere. The same example has been used to avoid any confusion. 
We can see the reliability of the new model and it is the flexibility inside the me-
tric space side by side to the useful linear properties of the vector space. 

This model enables us to re-write any text as a set of vectors which will make 
the semantic analysis of a text very easy. The vectors which were illustrated in 
the tables take the following numerical forms: 

( )( ) ( )( )
( )( ) ( )( )

( )( )
( )( )

( )( )
( )( )
( )( ) ( )( )

1 2 3 4

5 6 7

14 141 14 1 14
2 1 22 1 2

, , ,
e ee e
1 11 1

14 141 14
1 2 21 2

, ,
1 e 1 e1 e

1 11

z zz z

z zz

x xx x
y yy y

x xx
y yy

+ +− + − +      
      + − ++ − +      = = = =      
               

+ + − +   
  − + +− +  = = =  − −−  

   − −−   

V V V V

V V V

( )( )

( )( )8

1 14
2

,
1 e

1

z

x
y

 − + 
   +   =    −  

   −   

V

 

We can apply the vector properties on these vectors easily. For example, we 
can add the vector V1 to the vector V6 which represents the negation of the sen-
tence in V1 and we will get the vector 0 (the addition identity in vector space). It 
is obvious now that we can apply the whole linearity properties of the vector 
space into any text. 

( )( )
( )( )
( )( )1 6

1 1414 0
1 22 0

e 01 e
1 01

z z

xx
yy

 − + +   
    − ++     = + = =    −        − 

V V 0 =  

2.6. Case Study 

By taking a = 1, we are dealing with a unit sphere for the purpose of simplifica-
tion of the calculation. Furthermore, by plugging the value of M from Equation 
(8) into Equation (16) we will have: 
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Table 1. Vectors signs according to their positions in the cartesian octants. 

The vector of the sentence X-axis Y-axis Z-axis Octant No. 

1) The cat had asked me its food before it 
was left at the house. 

Positive Positive Positive First 

2) The (not cat) had asked me its food 
before it was left at the house. 

Negative Positive Positive Second 

3) The (not cat) had (not) asked me its 
food before it was left at the house. 

Negative Negative Positive Third 

4) The (cat) had (not) asked me its food 
before it was left at the house. 

Positive Negative Positive Fourth 

5) The cat had (not) asked me its food 
before it was (not) left at the house. 

Positive Negative Negative Fifth 

6) The (not cat) had (not) asked me its 
food before it was (not) left at the house. 

Negative Negative Negative Sixth 

7) The cat had asked me its food before it 
was (not) left at the house. 

Positive Positive negative Seventh 

8) The (not cat) had asked me its food 
before it was (not) left at the house. 

Negative Positive Negative Eighth 

 

( )( ) ( ) ( ) ( )cosˆ ˆ ˆ ˆˆ , 14 sin cos 2 sin sin e 1φφ θ φ θ φ θ= + + + + +M r i j k l  

The value of φ θ×r r  can be estimated using Equation (14). Therefore: 

( )( ) ( )
( ) ( ) ( )2 3 2 2 3 2 cos

ˆ ,

14sin cos sin cos 2sin sin sin sin sin cos e

φ θ

φ

φ θ

φ θ φ θ φ θ φ θ φ φ

⋅ ×

= + + + +

M r r r
 

Then, the value of (MF) will be: 

( )
( )

( ) ( )

2π π 2 3 2
0 0

2 3 2 cos

π 2π π 2π π 2π2 3 2 2
0 0 0 0 0 0
π 2π π3 2 cos

0 0 0 0

MF d

14sin cos sin cos

2sin sin sin sin sin cos e d d
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        = − + − +               

       − − ⋅ − + −           

 = − + − + + − − + − − −    
= −

 

3. The Explanation and the Interpretation of a Text 

There is a real confusion linguistically between the two terms: “Explanation” and 
“Interpretation”. In general, the term “explanation” has been used as a descrip-
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tion of facts, hypothesis, or even an individual opinion of a speaker. This can be 
missed-described from the speaker sometimes or even cannot be accepted from 
the audience for different reasons; Ruben (1992). The mode of thinking also 
plays an important role in the explanation and makes it impossible to separate 
the speaker away from the situation and the world or the culture around him, 
Castillo (2013). 

The term “interpretation” appears to be bigger or greater to include the analy-
sis of a text deeply to identify the intention of the speaker or the writer during 
the speaking process or the writing process. Ricoeur (1976) stated that the term 
“interpretation” is a complicated process including two steps or two functions. 
The first is the identification function of the language or the discourse symbols 
in an event, while the second function is the prediction process which includes 
an extrapolation along the space of a text to approach the meaning beyond it. 

Glasersfeld (1983) concluded that we can come across the term interpretation 
not only in literary studies. It has been used in music, law, acting, translating, 
psychology, computer science, mathematics and even architecture studies. In his 
opinion the interpretation term design or visualize an activity or expose its re-
sult. Furthermore, the interpreter has to be able to combine between the con-
ceptual structures and the symbolic representation. 

Jeff (2006) in his review of the meaning theory used the term interpretation as 
a differential tool to choose between different logically identified semantic cases. 
He is strongly supporting the idea of Lewis (1970) by having two types of theory 
of meaning: The first of them the description of the language structure and 
grammar symbols abstractly to address their world aspects. The second is the es-
timation of the psychological and sociological facts whereby a specific semantic 
system was used by an individual or a group of individuals in the community 
body.  

We can clearly see that some authors in different fields are frequently using 
the two terms “explanation” and “interpretation” as a synonyms to express the 
semantic meaning of a specific text or a speech. A few authors could be able to 
differentiate between two levels of meaning and they succeeded, to some extent, 
to apply the term explanation to the identification of language symbols and its 
structure meaning level. The other level (= the deep meaning) needs an analyti-
cal, psychological, philosophical and logical experience to combine and extrapo-
late between the hidden bonds of the semantic symbols usage and the signific-
ance beyond that.  

In recent publications, the second type was not given a specific name, unfor-
tunately, but we can clearly see that in older publications particularly those 
which were dealing with the holly books studies, the interpretation was intro-
duced back a day to describe the diving deeply process into the bottoms of the 
scriptures to capture a higher dimension meaning, c.f. Ibn Arabi (1165-1240).  

In the present model we can recognize two types of meaning. The first which 
we call the explanation (E) is related to the direct and indirect identification of 
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the language symbols and structures in four dimensions. Equation (16) which is 
the general form of Equation (9) represents the explanation term (E) as follows: 

( ) ( ) ( ), , ,
ˆ ˆ ˆ ˆ  ez

i j k l ax b cy d f q= = + + + + +E M i j k l       (17) 

where a, b, c, d, f, q are real numbers. 
The reason beyond that nomination is related to the ability of humans re-

gardless of their ages to use metaphors and understand them. For instance on 
one hand, kids can use the figurative speech and can communicate with it in the 
dialect lower form of any natural language. On the other hand, the adults can do 
the same in higher classic form and even in higher dialect level of a certain nat-
ural language. 

The second type which we call interpretation of meaning is the deep meaning. 
That type including other dimensions such as but not limited: the metaphysical 
power, the psychological state of the speaker-writer, the integration experience 
of the interpreter and the ability to penetrate the space of the text or a speech. 
This kind of meaning will open a complete reading to the text especially those 
contribute substantial values in human life.  

The interpretation term (I) of a text can be written mathematically as: 

1 1 2 2
1

ˆ ˆ ˆ ˆ
n

i i n n
i

f f f Kf
=

= = + +∑I e e e e                 (18) 

where f1, f2, f3, K, fn are the component functions in the direction of the unit 
vectors 1 2 3

ˆ, ,ˆ ˆ ˆ ˆ, , ne e e ek . 
It is clear that the relationship between the explanation term E and the inter-

pretation term I is ⊂E I .Therefore, the interpretation of a text includes the 
explanation and strengthens it. The explanation E is the meaning function in 
four-dimensions or lower, while the interpretation I is the meaning function in 
higher dimensions. This will solve the dilemma of the interpretation of the Holly 
books. The interpretations of the scriptures are suffering from a discrepancy 
case. Some of the interpreters have gone far away from the explicit domain of 
the explanation by the excuse of dealing with a deep reading of the scripture text. 
This reading can match or even can contradict the explanation of the same text 
which is skeptically unacceptable. 

4. Discussion and Conclusion 

The meaning function captured the minds of a huge number of scholars in dif-
ferent fields all over the human intellectual history. There are a lot of concepts 
and procedural models that tried to explain the mechanism of the communica-
tion process between the “speaker-writer” and the “audience-reader”. There was 
an overwhelming between the procedural linguistic view and the psychological, 
metaphysical, and philosophical aspects of a natural language. This held the 
computational analysis of the target language numerically due to the lack of dis-
tinction zones between the procedural attempt, the induction process and the 
metaphysical approach constructing a specific human language.  
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The authors introduced in this paper their new approach of the meaning 
function as a vector valued function of four-dimensional components. The func-
tion was mathematically formulated based on the vector function analysis con-
sidering the speech process as a vector field. The one-dimensional approach 
was represented by the dictionary meaning of words in any human language 
which came by convention through generations inside the body of a linguistic 
society. The presence of the sentence structure and the intonation symbols in the 
text added a second variable and pushed the meaning function toward the 
two-dimensional concept.  

The rhetorical tools came along and reformed the two-dimensional concept to 
be a three-dimensional attempt. The rhetorical are representing the amplitudes 
of the two-dimensional model of the meaning function. The model becomes 
complicated and appears to be unconformable with the nature of some rhetori-
cal tools such as metaphors and metonymies. This consequently leads to an ob-
ligation case which is the presence of higher-dimension due to the existence of 
the metaphors or the metonymies in the speech.  

The unconformable irregularities of the meaning model were taken care and 
the meaning approach reappears consistent by the four-dimensional view. When 
the x, y, and z components of the meaning function in relation to X, Y, and Z 
Cartesian axes respectively approach infinity; the imaginative power will be close 
enough to contact the three dimensional space of the meaning function intro-
ducing the fourth component q (t) in the S direction, Equation (8). 

The two terms “explanation” and “interpretation” became unclear recently 
due to the lack of the distinctive zones between the conceptual procedural aspect 
and the way meta-physicists, philosophers and psychology researchers approach 
the meaning. The authors formulated the model on the basis of having two types 
of meaning. The first which we call the explanation is related to the direct identi-
fication of the language symbols and structures in four dimensions. 

The second type which we call interpretation of meaning is the deep meaning. 
That type relies on other dimensions including but not limited: the metaphysical 
power, the psychological state of the speaker-writer, the integration experience 
of the interpreter and the ability to penetrate the space of the text or a speech. 
This kind of meaning will open a complete reading to the text especially those 
contributing important interests in human life.  

One can say that there is no existence of time in this model, while it has been 
believed to be a physical dimension which must be included in everything re-
lated to matter and any derived activity based on it in the universe. We argue 
that time, in the text or in a speech, is appearing in the structural component. In 
the dictionary meaning, time can be captured in some words like verbs. This 
capture can be interpreted as an intersection between time in higher dimension 
and the lower dimensions of the meaning function components synchronous to 
their formation by the speaker or the writer. 

In addition, the text and its space domain now can be easily constructed as a 
combination of vectors and the properties of the latter will help in analyzing the 
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text computationally. This in turn will lead to outstanding applications such as 
improving digital translation quality and enhancing the differential interpreta-
tion of serious events in all life activity fields. The literature issues can be eva-
luated by a standard measuring tool based on the current model.  

The stock market reports and even the defense background intelligence in-
formation authorities can take advantage of that model. Now encoding of a re-
port (text) will achieve advanced level by adding and analyzing the figurative 
speech part. The decision makers will stand on a stable-ground instead of guess-
ing in making their vital and crucial decisions. In addition, the accuracy of the 
IQ intelligent test for intelligence will be increased to reflect credible reality in-
telligence levels. The current IQ test method which has been failed to match and 
to draw a general attempt in estimating the creative intelligence of humans 
should be upgraded. 

Furthermore, the higher-defense scientists can be able to observe and classify 
individuals in early stage according to their ability of practical intelligence or 
creative intelligence and assign them the suitable positions. Not only that, the 
service members also can be tracked through their essays or even through their 
official reports. Repeated inapplicable task missions or orders reflect deficiency 
in knowledge or mental illness problems. These problems have to be addressed 
and removed quickly from the system for a successful consistence dynamic 
flowing of the organization. Our model introduces a numerical valuable way fa-
cilitating this job. The current model in this paper is easier when it is compared 
with the very difficult old method; which consuming money and time as well as 
delaying strategic plans in emergency cases. 

Finally, robots digital speaking industry would show a huge jump if our 
meaning model is taking into consideration. The ability of making advanced 
robots and call centers which can communicate completely with humans will be 
ordinary objective rather than what it is. Based on what we mentioned, the ex-
isting model can be a start up branch in both literary and technology fields in-
spiring imaginative ideas to decorate its shiny bright temple in the starry carpet 
of human intellectual activity.  
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