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Abstract 
Empirical studies show that more and more short-term rate models in cap-
turing the dynamics cannot be described by those classic ones. So the 
mean-reverting γ-process was correspondingly proposed. In most cases, its 
coefficients do not satisfy the linear growth condition; even they satisfy the 
local Lipschitz condition. So we still cannot examine its existence of solutions 
by traditional techniques. This paper overcomes these difficulties. Firstly, 
through using the function Lyapunov, it has proven the existence and uni-
queness of solutions for mean-reverting γ-process when the parameter 1γ ≥ . 

Secondly, when 1 ,1
2

γ  ∈   
, it proves the solution is non-negative. Finally, it 

proves that there is a weak solution to the mean-reverting γ-process and the 
solution satisfies the track uniqueness by defining a function ρ. Therefore, the 
mean-reverting γ-process has the unique solution. 
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1. Introduction 

The short-term riskless interest rates started to develop from the late 1970s and 
gradually became one of the most fundamental and important quantities in fi-
nancial markets. As the economy has evolved, many short-term interest rate 
models have also been proposed. Letting ( )S t  represent the short-term inter-
est rates, we have the following seven well-known models: 

1) Merton [1]  

( ) ( )d d dS t t B tµ σ= + ; 

2) Vasicek [2]  
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( ) ( )( ) ( )d d dS t S t t B tµ λ σ= + + ; 

3) Geometric Brownian motion  

( ) ( ) ( ) ( )d d dS t S t t S t B tλ σ= + ; 

4) Cox, Ingersoll and Ross [3]  

( ) ( )( ) ( ) ( )d d dS t S t t S t B tµ λ σ= + + ; 

5) Brennan and Schwartz [4]  

( ) ( )( ) ( ) ( )d d dS t S t t S t B tµ λ σ= + + ; 

6) Cox, Ingersoll and Ross [5]  

( ) ( ) ( )
3
2d dS t S t B tσ= ; 

7) Constant Elasticity of Variance [6]  

( ) ( ) ( ) ( )d d dS t S t t S t B tγλ σ= + ,  

where λ, μ and σ are constants. 
The above seven models can be combined with the following stochastic diffe-

rential equation: 

( ) ( )( ) ( ) ( )d d dS t S t t S t B tγλ µ σ= − +
            

 (1.1) 

by changing the parameters λ, μ and γ. 
Where 0γ = , we all know that the Equation (1.1) is the well-known Vasicek 

model [2]. If its coefficient 0λ > , there is a mean-reverting property. In other  

words, the short-term interest rates ( )S t  will approach the mean µ
λ

 in the  

long term. When 1 2γ = , the Equation (1.1) is the well-known mean-reverting 
square root process [3]. Like the Vasicek model, the mean-reverting square root 
process also has a mean-reverting property. More importantly, it is a non-negative 
random process. So it is widely used to model volatility, interest rates and other 
financial quantities. When [ ]1 2,1γ ∈ , Mao et al. [7] discuss its analytical prop-
erties and strong convergence of numerical solutions. When 1γ ≥ , it is a highly 
sensitive mean-reverting process, Wu et al. [8] show the way to prove that the 
solution of Equation (1.1) is existence and uniqueness.  

In the next section, we first prove the existence and uniqueness of the solution 
of Equation (1.1) when 1γ ≥ . In section three, we consider the existence and 
non-negative of the solution of Equation (1.1) when [ ]1 2,1γ ∈ . Finally, we will 
give the conclusion. 

2. The Unique Global Positive Solutions when γ ≥ 1 

Throughout this paper, let ( ), ,Ω   be a complete probability space with a 
filtration { } 0t t≥

  satisfying the usual conditions. Let ( )B t  be a scalar Brow-
nian motion defined on the probability space. We consider the mean-reverting 
γ-process: 

https://doi.org/10.4236/ojs.2018.82021


J. Y. Liao 
 

 

DOI: 10.4236/ojs.2018.82021 329 Open Journal of Statistics 
 

( ) ( )( ) ( ) ( )d d dS t S t t S t B tγλ µ σ= − +
            

 (2.1) 

with the initial value ( )0 0S > , where λ, μ and σ are positive and 1γ ≥ . 
Theorem 2.1. For any given initial value ( )0 0S > , λ, μ and 0σ > , there ex-

ists a unique positive global solution ( )S t  to Equation (2.1) on 0t ≥ . 
Proof: Clearly, the coefficients of (2.1) satisfy the local Lipchitz condition. 

Therefore, for any given initial value ( )0 0S > , there must exist a unique local 
solution ( ) [ )0, eS t τ∈ , where eτ  is the explosion time. To show the solution is 
global, we next show that eτ = ∞  a.s. 

Firstly, we choose a sufficient large integer 0 0k > , namely ( ) ( )0 00 1 ,S k k∈ , 
and then we define the following stopping time, 

[ ] ( ) 0
1inf 0, : , ,k et S t k k k
k

τ τ
  = ∈ ∉ ≥    

. 

Let inf ∅ = ∞ , it is clear that kτ  is increasing as k →∞ . Set lim kk
τ τ∞ →∞

= , 
we get eτ τ∞ ≤  a.s. To complete the proof what we need to show is that τ∞ = ∞  
a.s. To prove this result, for any constant T, if there is ( ) 0,kP T kτ ≤ → →∞ ,  
namely ( )lim 0

k Tk
E I τ ≤→∞
  =  , by the control of convergence theorem, then we can 

get ( ) 0TE I τ∞≤
  =  , so there is ( ) 1P τ∞ = ∞ = , which is the result we need. 

For ( )0,1m∈ , we define a C2-function ( ) ( ): 0, 0,V ∞ → ∞  by 

( ) 1 lnmV S S m S= − − .                    (2.2) 

It is easy to show that ( ) 0V S ≥  and ( )V S →∞  as 0S →  or S →∞ . 
Apply the Itô formula yields 

( ) ( ) ( ) ( ) ( )

( ) ( )

( ) ( ) ( ) ( )

( ) ( )

2
2

2

21 2
2

2
2 1 2 11 1

1 1

1d d d d
2

1d 1 d
2

1 1 d
2

d

m m

mm m

m

V S V S V S
V S t S S

t S S
m mmS S m m S S
S S

mm S S S m S S t

m S S B t

θ θ

θ θ

σ
λ µ µ

σ

− −

+ − −− −

+ − −

∂ ∂ ∂
= + +

∂ ∂ ∂
   = − + − +      
  = − − + + − +   

+ −

 (2.3) 

For ( )0,1m∈ , by the boundedness of polynomial, it is easy to show that there 
is a constant 1K  such that  

( ) ( ) ( ) ( )
2

2 1 2 11 1
11 1

2
mm m mm S S S m S S Kθ θσ

λ µ µ + − −− −  − − + + − + ≤  . 

Therefore, for [ ]0,t T∀ ∈ , 

( ) ( ) ( ) ( )1 1
1d d d , 0,mV S K t m S S B t Sθ θσ + − −≤ + − ∈ ∞  

On the both sides of the formula, we take integrate from 0 to k Tτ ∧ . And 
then taking expectations, we have  

( ) ( ) ( ) ( )1 10 0k kEV S T V S K E T V S K Tτ τ ∧ ≤ + ∧ ≤ +        . 

In the following, we use the proof by contradiction to show. If the previous 
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conclusion is wrong, then there exists 0T >  and ( )0,1ε ∈ , such that  

( )P Tτ ε∞ ≤ > . 

So there is an integer 1 0K K≥ , 

( ) 1,KP T K Kτ ε≤ ≥ ∀ ≥ . 

Due to 
0

lim kk
τ τ∞ →

= , then there exists an integer 1 0K K≥ , we get  

1kτ τ ε∞− <  as 1K K≥ . In addition, since { }kτ  is monotonically increasing, 
we can obtain 1kτ τ ε∞< − . Set { }k K TτΩ = ≤ , from the above formula, we get 
( )KP εΩ ≥  as 1K K≥ . For every Kω∈Ω , there is ( ),kS kτ ω ≥  or  

( ) 1,kS
k

τ ω ≤ . It is easy to show that the function ( )V S  monotonically de-

creases in the interval ( )0,1 , monotonically increases in the interval ( )1,+∞ . So 

( ) ( ) 1,KV S V k V
k

τ ω  ≥ ∧      
. 

We have  

( ) ( ) ( )( ) ( ) ( )1
10 ,

K k KV S K T E I V S P V K V
Kω τ ωΩ

   + ≥ ⋅ = Ω ⋅ ∧          
. 

Due to ( ) 1V K V
K

 ∧ →∞ 
 

, we have ( ) 0KP Ω →  as K →∞ . This implies

( ) 1P τ∞ = ∞ = . We finish the proof. 

3. The Unique Positive Solutions when γ ∈ [1/2, 1] 

When [ ]1 2,1γ ∈ , in order to prove the conclusion, we complete in two steps. 
The first is to prove the non-negative solution if the solution exists. The second is 
to prove the existence and uniqueness of solutions.  

3.1. Non-Negative Solution 

As mentioned earlier, like the well-known mean-reverting square root process [5], 
it is widely used to model volatility, interest rates and other financial quantities. 
But there is a premise that is non-negative. So we will prove it is a non-negative 
solution. 

We consider the mean-reverting γ-process: 

( ) ( )( ) ( ) ( )d d dS t S t t S t B tγλ µ σ= − +               (3.1) 

with the initial value ( )0 0S > , where λ, μ and σ are positive and [ ]1 2,1γ ∈ . 
Lemma 3.1. For given any initial data ( ) 00 0S S= > , the solution ( )S t  of 

Equation (3.1) will never become negative with probability 1. 
Proof: We consider the following equation 

( ) ( )( ) ( ) ( )d d d , 0S t S t t S t B t t
γ

λ µ σ= − + ≥ .          (3.2) 

It is clear that the solution of Equation (3.2) is equivalent to the statement of 
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the lemma 3.1. 
In the following, we will show that the solution of Equation (3.2) will never 

become negative with probability 1 for any initial data ( ) 00 0S S= > . 
Let 0 1a = , and for each integer 1,2,k = � , 

( )

( ) ( ) ( )

1

1 1 2

1e if ,
2

2 1 1 1if 1,
2 2

k k

ka
k k

θ

θ

θ
θ

− +

−

 =
=  − +  < ≤             

 (3.3) 

So it is easy to get the following result:  

1

2

1 dk

k

a

a
u k

u θ
− =∫ .                       (3.4) 

For every 1,2,k = � , there clearly exists a continuous function ( )k uψ  with 
support in ( )1,k ka a −  such that 

( ) 12

20 fork k ku a u a
ku θψ −≤ ≤ < <

              
 (3.5) 

and ( )1 d 1k

k

a
ka

u uψ− =∫ . 

Define  

 
( )

0 0

0 for 0,

d d for 0.
x yk

k

x

y u u x
ϕ

ψ
−

≥= 
<∫ ∫

               (3.6) 

Then ( )2 ,k Cϕ ∈ � �  and has the following properties:  
1) ( )1 0k xϕ′− ≤ ≤  for 1k ka x a −< < , or otherwise ( ) 0k xϕ′ = ; 

2) ( ) 2

2
k x

k x θϕ′′ ≤  for 1k ka x a −< < , or otherwise ( ) 0k xϕ′′ = ; 

3) ( )1k kx a x xϕ−− ≤ ≤  for x∀ ∈� . 
It is easy to show the properties (1), (2) and (3).  
Now for 0t∀ ≥ , apply the Itô formula yields 

( )( ) ( )( ) ( )( ) ( )( ) ( ) ( )( )

( )( ) ( ) ( )

2
2

0

0

0 d
2

d

t
k k k k

t
k

S t S S u S u S u S u u

S u S u B u

θ

θ

σ
ϕ ϕ λ µ ϕ ϕ

σ ϕ

 
′ ′′= + − + 

 

+

∫

∫
 (3.7) 

Then taking expectations in both sides, we have 

( )( ) ( )( ) ( )( ) ( )( ) ( ) ( )( )

( )
( )

2
2

0

2 2
2

20

0 d
2

2 d
2

t
k k k k

t

S t S S u S u S u S u u

tS u u
kk S u

θ

θ

θ

σ
ϕ ϕ λ µ ϕ ϕ

σ σ

 
′ ′′Ε = + Ε − + 

 

≤ Ε =

∫

∫
 (3.8) 

Therefore, apply the properties (3), we have  

( )
2

1 1k k
ta S t a

k
σ−

− −− ≤ Ε − ≤ ,                  (3.9) 
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where 

( )
( ) ( )

( )
if 0,

0 if 0.

S t S t
S t

S t
−

− <= 
≥

 

Letting k →∞ , we get that ( )
2

1 0k
tS t a

k
σ−

−Ε ≤ + → . So we have ( ) 0S t−Ε =  

for 0t∀ ≥ . This implies that the Lemma 3.1 is true.  

3.2. The Existence and Uniqueness of Solutions 

The following result shows that the solution ( )S t  of Equation (3.1) is exist and 
unique. 

Theorem 3.1. For any given initial value ( )0 0S > , λ, μ and 0σ > , there ex-
ists a unique solution ( )S t  to Equation (3.1) on 0t ≥ . 

Proof: Clearly, the coefficients of (3.1) satisfy the linear growth condition. 
From I. Karatzas and S.E. Shreve [9], we know that there is a weak solution for 
Equation (3.1). Next, we will show that the solution satisfies the track uniqueness. 

It is easy to show that the following inequality is right: 

x y x yγ γ γ+ ≤ +                       (3.10) 

with the [ ]1 2,1γ ∈ . 
Thus, we have 

( )x y y x y y
γ γ γ− + ≤ − + , 

which implies  

x y x y γγ γ− ≤ − .                     (3.11) 

Similarly, the following inequality can be proved  

y x x y γγ γ− ≤ − .                     (3.12) 

So we have  

x y x y γγ γ− ≤ − .                     (3.13) 

Define 

( ) , 1 2 1u uγρ σ γ= ≤ ≤ .                  (3.14) 

It is easy to get the following result: 

( )0 0ρ = , 

( )2
2 20 0

1d du u u
u γρ

σ
−

+ +
= = ∞∫ ∫ . 

By the diffusion coefficient of Equation (3.1), we get  

( )x y x y x yγγ γσ σ σ ρ− ≤ − = − .              (3.15) 

Referring to the theorem 19.5 of The Elements of Stochastic Analysis [10], the 
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theorem 3.1 is true. Therefore, the solution ( )S t  of Equation (3.1) is exist and 
unique. We finish the proof. 

4. Conclusion 

In this article, we proved the existence and uniqueness of the solution of Equa-
tion (1.1) when 1γ ≥ . And we get the existence and non-negative of the solu-
tion of Equation (1.1) when [ ]1 2,1γ ∈ . Further, we can study the solution of 
the Equation (1.1) when [ ]0,1 2γ ∈ . 
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