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Abstract 
Assume that we want to shell an asset with unknown drift but known that the 
drift is a two value random variable, and the initial distribution can be esti-
mated. As time goes by, this distribution is updated and base on the probabil-
ity of the drift takes the small one gives us the stopping rule. Research results 
show that the optimal strategy to sell the asset is if the initial probability that 
the drift receives a small value greater than a certain threshold then liquidates 
the asset immediately, otherwise the asset holder will wait until the probability 
of the drift receives a small value passing a certain threshold, it is the optimal 
time to liquidate the asset. 
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1. Introduction 

This paper considers the problem of optimal timing for selling of an asset under 
incomplete information about its drift. The asset price is assumed to follow a 
geometric Brownian motion X with unknown drift, and an agent who decides to 
sell at time t for which the expected value of the discounted asset price is max-
imized. Of course, when information is completed, the corresponding optimal 
liquidation problem is trivial. Indeed, if the drift of the asset price is larger than 
the interest rate, then on average the asset price grows faster than money in a 
risk-free bank account, and the agent should keep the asset as long as possible. 
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Similarly, if the drift is smaller than the interest rate, it implies that the agent 
should liquidate the asset immediately and instead deposit the money in the 
bank. 

In this paper we consider the incomplete information problem by modelling 
the drift as a random variable which takes two values. Then we reduce the 
two-dimensional problem into a one-dimensional optimal stopping problem.  

There are many studies that have used various methods to solve the optimal 
stopping time problem. For instance, the authors in [1] gave the general theory 
of optimal stopping time and considered a set of optimal stopping time prob-
lems in areas such as mathematical statistics, mathematical finance, and finan-
cial engineering. 

The optimal stopping time problem with deterministic drift is considered in 
[2] in various cases. To get the estimation of the parameters we use theory in [3] 
and [4] and use these estimated parameters to solve realistic optimal stopping 
problem. This paper is a continuation of the study in the paper [5] [6] and [7]. 
However, the problem is considered in the case that the last time is infinite so 
the method and the result are different from the previous results. 

2. The Problem and Its Solution 

We assume that the asset price process tX  is modeled by a geometric Brownian 
motion (see [1]) as follows 

d d d , 0t t t tX X t X W tµ σ= + ≥                    (1) 

where { }tW  is a standard Brownian motion and this process is assumed to be 
independent of µ  on a probability space ( ), ,F PΩ . We also assume that the 
drift µ  is a random variable which can take two values 2µ  and 1µ  satisfy-
ing the condition 1 2rµ µ< < , where 0r ≥  is constant interest rate, and 0X  is 
initial price. Assuming the property owner wants to sell his property but does 
not know the rate of increase of the price is 1µ  or 2µ  and he only knows that 
at the initial time the probability distribution of the events { }1µ µ=  and 
{ }2µ µ=  as follows (Table 1). 

The purpose of the property holder is to sell it for maximum expected returns 

and the purpose of this problem is the same. Mathematically we denote { } [ )0;t t ∞∈

  

be the σ-field generated by the process X and property holders the choose 
X -stopping time τ  with [ )0;t∈ ∞  such that the supremum 

sup e rV E Xτ
τ

τ

−

∈
=  

                       
 (2) 

is achieved at a certain stopping time. 
For 0t ≥ , let { }1

X
t tP µ µπ = =   is the conditional probability that the  

 
Table 1. The initial distribution of the drift. 

µ  1µ  2µ  

Probability π  1 π−  
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drift receives small value at time t and therefore { }21 X
t tP µπ µ= =−  . 

From Theorems 7.12 and 9.1 in [3], the price process tX  is modeled by the 
following stochastic differential equation  

( )1 2d 1 d dt t ttt tX X t X Wπ π µ σµ = + − +   

and the belief probability process tπ  satisfy equation 

( )d 1 dt t t tWπ ωπ π= −−  

where ( )2 1ω µ µ σ= −  and ( ), XW F  is a P-Brownian motion defined by 

( ) ( ) 2 11
d d d .t t

tt

t
W tW

πµ µ π µ
σ

− − −
= +

               
(3) 

To reduce the dimension of the problem we define a new process W by 

( )d d dt t tZ t Wσ πω= − + +  

and a new probability measure Q with the Radon-Nikodym derivative as defined 

( ) ( )

( ) ( )

2

0 0

2

0 0

1 d d
2

1 d d
2

d e
d

e

T T
tt t

T T
t t t

t W

t

t

tZ

Q
P

π π λσ ω σ ω

σ ω σπ πω λ

  − + + + + 
  

  + + + + 
  

∫ ∫

∫ ∫

=

=                  

 (4) 

with respect to measure P where λ  is chosen such that 2 0rµ λ− − <  and 
( ) 2

22 0rµ λ ω− −− − > . Girsanov’s Theorem so that Z is a Brownian motion 
under measure Q. 

We define a new process 
1

t
t

t

π
π

Φ =
−

. Application of Ito’s formula we obtain 

( )
( )

( )
( )( )

2 2
2 2

2 2

11d d d d d
1 1

d d d d

d d

d

.

t t t t t t t

t t t t

t t

t t

t t t t

t t

t

t

t t W

t Z

t Z

W tt

ωπ π
π

π π

ω ω

ω π ω π

π σ

σω ω

ω π ω π ω

−
Φ = Φ + = Φ

− −

= Φ = Φ

−

− Φ − Φ

Φ − Φ

+ +

= −    

 (5) 

Expressing of X in terms of Z gives 

( )2
2d d dt t t tXX X t Zσ µ σ= + + .                  (6) 

Then, under the Q measure, both tX  and tΦ  are geometric Brownian mo-
tions. Moreover, the σ-field generated by Z and X is coincided. 

Now to build the calculations on the new measure we define the following 
process 

( ) ( )2

0 0

1 d d
2e

t t
s s s ts Z

t

πσ ω σ ωπ λ

θ
  − + − + −
  

∫ ∫
= . 

Proposition 1. We have  

( ) ( )2e e 1
1

r Q rxE X E µ λ ττ
τ τφ

− − −   = + Φ  +
 

where τ  is a stopping time adapts to the filter X . 
Proof: 
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We have ( ) ( ) { }2

0 0

1exp d d exp
2

s t

s st ss tZσ ω σ ωθ π π λ
 
− + − + 


=


−∫ ∫  and there-

fore  

( )d
d d t

t
t

t

t Zθ
ωπ σλ

θ
= +− + . 

Consider the process 

( ) ( )

( )
21 e

1

t

t
t

tx
K

X

µ λ

φ

−Φ+
=

+
. 

Using Ito’s formula, we obtain  

( )

( ) ( ) ( )

( )

ed d

.

1 d
1

d d

l t

t
t

t

t t t

t t

xK t Z
X

K t Z

µ λ

ωπ σ
φ

ωπ

λ

σλ

−

 = + − + +

 = −

Φ +

 ++ 

 

So t tKθ =  almost sure. Thus we have: 

( ) ( )e e 1
1

lr Q
t tt

rxE K X E µ λ ττ

φ
− −−  = +  +

Φ . 

This proves the Proposition.                                        
From the above Proposition the value function in the measure Q given by 

( ) ( )sup e 1
1

lQ r
t

xV E µ λ τ

τφ
− −

∈
= +

+
Φ


.
                

 (7) 

We see that larger tΦ  is the less likely that the gain will increase upon con-
tinuation. This suggests that there exists a point ( )0;B∈ ∞  such that the stop-
ping time 

{ }: inf 0 :B tt Bτ = ≥ Φ ≥  

is optimal in the problem (7). 
By optimal stopping theory, the pair ( ),F B  is the solution of the following 

free boundary problem 

( )
( )
( ) ( )

2                                    (8)

                                                                 (9

0         0

1

1   smooth condition                                    

)

F F

F

F B B

r B

B

µ λ φ

φ φ φ

− − <+ = <

= +

+

≥

=



( )
( )

     (10)

' 1                                                                               

' 1 0                                                                         

(11)

(12)       

F B

F






 =
 =

 

where 
2

2

2
F F Fω φ σωφ′′ −= ′  is infinitesimal operator and the condition ( )1 0F ′ =  

is added to define ( )F φ . 

This follows that F is the solution of the differential equation  

( )
2

2
2 0

2
F F r Fω φ σωφ µ λ′′ ′− + − − = .              (13) 
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One may now recognize this differential equation as the Cauchy-Euler equa-
tion and it has characteristic equation: 

2 2
2

2 0
22

rx xω ω
σω µ λ
 

− +  −


−


+ = .               (14) 

Let  

( )
2 2

2
222

g rx x xω ω
σω µ λ
 

= − + 


−


+ − . 

We find that 

( ) 20 0rg µ λ− − <= ; 

( ) 2 2 1 2 11 0r r rg σω µ λ µ µ µ λ µ λ− − − = − + + − − = − −− <= . 

Therefore g(x) has two solutions 1 20 1x x< < <  thus the general solution 
( )F φ  can be written as 

( ) 1 2
21 , 0x xC BF Cφ φ φ φ+ < <=                  (15) 

where 1C  and 2C  are constants which are determined later. The three condi-
tions (9)-(11) can be used to determine 1 2,C C  and B  uniquely. 

We have 

( ) 1 21 1
2 21 1

x xxF C x Cφ φ φ− −+′ = . 

The condition ( )1 0F ′ =  gives  

1 1 2 2 0C x C x+ =  

and the condition ( ) 1F B′ =  gives us 1 21 1
1 1 2 2 1x xC x B C x B− −+ = . 

This follows 

1 2

1 2

1 1 1
1 1

2 1 1
2 2

1

1

x x

x x

C
x B x B

C
x B x B

− −

− −

 = −
 − =
 −                    

 (16) 

The condition ( ) 1F B B= +  is equivalent to 1 2
1 2 1x xC B C B B+ = + . 

Substitute 1C  and 2C  from (16) into above equation we have  

1 2

1 2 1 21 1 1 1
1 1 2 2

1
x x

x x x x

B B B
x B x B x B x B− − − −− = +

− −
. 

We have equation to determine B as follow 

( ) ( )1 2 1 21 1
1 2 1 2 2 1 1 21 1 0x x x xx x B x x B x x B x x B− −− + − + − = .        (17) 

Theorem 2.1. The equation (16) has unique solution ( )1;B∈ ∞ . 
Proof: 
Consider function ( ) ( ) ( )12 2 1 1

1 2 1 2 2 1 1 2: 1 1x x x xh t x x x x t x x t x x t− − += − + − + −  in 
( )0;∞ . We find that 
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( ) 2 11 0h x x= − + <  

and ( )lim 0
t

h t
→∞

>  since ( )1 21 0x x− > . So equation ( ) 0h t =  has a solution B 
in ( )1;+∞ . 

We see that 

( ) ( )( ) ( ) ( )
( ) ( )( )( )

( )( )

1

1

2 1 2

2 1

2

1
1 2 2 1 2 1 1 12 2

1
1 2 2 1 2 1

2
11 2 12 2

1 1 1

1 1

1 .0

x x x x

x x

x x

h t x x x x t x x x x x x t

h t x x x x x x t

x x x x x x t

− − −

− −

− −

′ = − − + + − − −

′′ = − − + −

− − − − >

 

This follows 

( ) ( ) ( ) ( ) ( )( )
( ) ( )( )

1 2 2 2 1 1 2 2 1

2 1 1 2

1

1 2

1 1 1

1 .

1

1

h t h x x x x x x x x

x

x x

x x x x x

′ ′≥ = − − + − + − − +

= − − − − −
 

We have 

( ) ( )
( ) ( )

2 1 1 2

2
2 2

1 2 2 2

0;     1 0;    

2 2
1 1 0

x x x x

x
r r

x
µ λ µ λ ω
ω ω

− > − − >

− − −
− −

− −
− =

− −
= >

 

by choosing λ  and therefore ( ) ( )1 0h t h′ ′≥ > . 
Thus ( )h t  is increasing function in ( )1;+∞ . This implies there exists 

unique B satisfies the problem.                                        
Theorem 2.2. 

( ) ( )
2

1 2
1 1

1 2
2

,                                            

1 , 0

1

x x
x xCB C

C B C BF
B

B

φ φ φ
φ

φ φ

+ <

≥

+ < += 
 +

 

with B > 1 is unique solution off the following equation  

( ) ( )2 2 11 1
1 2 1 2 2 1 1 21 1 0x x xx x x x B x x B x x B− − +− + − + − =  

1C  and 2C  defined in (16) and stopping time { }: inf 0 :B tt Bτ = ≥ Φ ≥  is op-
timal of (7). 

Proof: 
Let B be the unique solution to (17), and define function G by  

( ) ( )2
2

1
1 21

1 2

,                                            

0

 

1 ,

1

x
x x

xB C
C B C

C B
BG

B

φ φ φ
φ

φ φ

+ <
+ < += 

 + ≥

. 

Then we have ( ) 1G φ φ≥ + , and ( ) 1G φ φ> +  if and only if Bφ < .  
The process ( ) ( )2e t

t t
rY Gµ λ− −= Φ  satisfies the following stochastic differential 

equation 
( ) ( )( ) { }

( ) ( )2 2
2 1d e 1 d e d

t

r r
t

t
tB tt

t
tY tr Gr Zµ λ µ λµ λ µ λ ω− − − −

Φ >
′= − Φ− − + − − Φ Φ . 

Assume that the solution B of (17) satisfies the condition 0B ≥ . Then the 
drift of Y is always negative, and therefore Y is a super-martingale and 

BtY τΛ  is 
martingale. 

Let τ  is a stopping time. We have inequality 
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( ) ( ) ( )2
01e .r

t Y Y Gµ λ τ
φ φ τ φ φ− − ≤+ ≤Φ =                (18) 

This follows ( ) ( )F Gφ φ≤ .  
And if Bτ τ= , we see that the inequalities in (18) are equalities. 
Therefore, 

( ) ( )sup .
B

F Y Y Gτφ φ τ
τ

φ φ= ≥ =    

It follows that ( ) ( )F Gφ φ= .                                       

Corollary 2.2. Let 
1
πφ
π

=
−

. The value function is given by: 

( ) ( )
2

1 2

1

1

1

2

2

1
,0

1
,                                                    

x

x x

xCB
xV C B C B
x

C
B

B

φ φ
φ

φ
φ

 + +
< <=  ++

≥



 

Moreover, stopping time : inf 0 :
1tB

Bt
B

τ π = ≥ ≥ 
+ 

 is optimal of problem 

(1). 
Theorem 2.3. Value function V is decreasing in π . 
Proof: 

When 0VBφ
φ

∂
≥ ⇒ =

∂
. If Bφ ≤ , we have 

( )

( ) ( ) ( )
( )

( ) ( ) ( )
( )

1

1 2

1 2

1

2

1 2 1 2

2 1 2 1

2
1

2

1 1
1 2 2 1 1

1

1 2

1 2
1 2

1 2

1 2

2

1
1 2 2 1

2

21
1 2

1

1

1 1

1 1

1
1

1

1

1

1
0

x x

x x

x x

x x

x

x x

x x x

x

x
x

B CV x
C B C B

B x x
x C

C B C B

B x x
C x

C

C

x x x x x

B C

x

x x x x x
B

x

φ φ
φ φ

φ φ φ φ

φ

φ φ φ
φ

φ

− −

− − +
−

′ +
 
 

− + − + −
=

− + − +

+∂
=

∂ ++

+

+ +

−+
=

+ +

≤

 

If 1φ ≥  the function 

( ) ( ) ( )2 2 11 1
1 2 1 2 1 2 2 1: 1 1x x x xh x x x x x x x xφ φ φ φ− + −= − − + −  

is increasing function so 1 Bφ≤ <  follows ( ) 0h φ ≤  and if 0 1φ< <  we have 

( ) ( ) ( )
( ) ( )
( ) ( ) ( )

2 12 1 1
1 2 1 2 1 2 2 1

1 2 1 2 1 2 2 1

2 1 1 2 1 2

: 1 1

1 1

1 01

x x x xh x x x x x x x x

x x x x x x x

x

x

x x x x x

φ φ φ φ

φ φ

φ φ

− + −= − + − + −

≤ − − + −

− + − −= = 

+

<

 

this gives that V is decreasing in φ  and φ  is increasing function in π . 
We complete the proof.                                            

3. Simulation  

In this section we simulate the price process, Posterior probability process and 
the threshold for selling the asset. 

The parameters are 
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( ) ( )
1 2

2 1

0.05; 0.1; 0.08; 0.05; 0.25;
; 1 3; 1.1.

r
X

µ µ λ σ
ω µ µ σ φ

= = = = =

= − = =
           (19) 

Let 1 2,x x  are the solutions of the following equation  

2 2
2

2 0
22

rx xω ω
σω µ λ
 

− +  −


−


+ =                (20) 

with the parameters are given in (19), equation (20) becomes: 

2
2 2

0.05 0.08 0
2

 0.2  0.20.25 0.2 0.1
2

x x+ − −
 

− × + 


=


 

or 2 0.00 7.02 0.03 0x x − =−  and we have 1 0.3860x = −  and 2 3.8860x = .  
And B is the solution of 

( ) ( )2 2 11 1
1 2 1 2 2 1 1 21 1 0x x xx x x x B x x B x x B− − +− + − + − = .         (21) 

We use Matlab software to solve Equation (21) and get B = 1.2798. 
In the Figure 1, we see that the posterior probability process cannot pass 

through the red threshold, so the holder of the property will not be able to sell it. 
However, since the time in simulation is finite, the property owner will sell the 
asset at the end that is 1Bτ = . And in the Figure 2 below the posterior probabil-
ity shows that the fall in prices is very fast so the optimal stopping time is very 
close to the initial time. 

 

 

Figure 1. The stopping time and corresponding asset price in a simulation 1Bτ = ; ( ) 6.98267216610124.BX τ =
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Figure 2. The stopping time and corresponding asset price in a simulation 0.030Bτ = ; ( ) 2.60306210985526.BX τ =  

4. Conclusion 

This paper studies the optimal strategy to liquidate an asset when it is uncertain 
whether the asset price is rising or falling (high or low drift). To solve the prob-
lem we have to change the initial measure to the new measure and under this 
measure the price process is martingale. We also have to solve a nonlinear equa-
tion to find the threshold of the probability that the drift receives the smaller 
value. The results show that the value function is decreasing in the initial proba-
bility that the drift is low. Simulation results are consistent with proven theory.  
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