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Abstract 
With the rapid development of the online learning platform, the learning re-
sources are also unprecedentedly rich. The study of personalized learning al-
gorithms meets the need to provide students with the most suitable resources 
for learning. This paper constitutes a literature review on personalized learn-
ing algorithm at home and abroad. The review aims at elaborating the re-
search based on recommendation system and data mining in personalized 
learning algorithm and look forward to the future research trend. 
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1. Introduction 

Students’ differences in individual differences, interest and style of learning have 
a great influence on the effect of learning. The “student-centered” personalized 
learning emphasizes students’ interest, learning styles, differences in cognitive 
level and other aspects as the basis, to provide the most suitable learning re-
sources and their teaching design for each student, and strive to improve the 
learning efficiency, truly individualized. With the development of modern so-
ciety, many diverse learning resources are also easy for online learners to gener-
ate cognitive overload and Internet addiction. People’s voice for personalized 
learning is increasing. The advancement of educational informatization has 
made the personalized learning algorithm develop rapidly. Currently, there are 
mainly two aspects of personalized learning algorithm research: one is based on 
recommendation system, and the other is based on data mining method. This 
paper collates the development process and effect of personalized learning algo-
rithm based on recommender system and data mining method, and puts for-
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ward the possibility of application of reinforcement learning in personalized 
learning algorithm. 

2. Personalized Learning Algorithm Based on 
Recommendation System 

Traditional search or recommendation methods can only provide the same 
search results for all users but they are unable to make personalized learning 
recommendations. Therefore, the personalized recommendation research was 
proposed in the 1990s [1] [2]. At present, the personalized learning recommen-
dation algorithm proposed by scholars at home and abroad mainly includes 
content-based recommendation algorithm, collaborative filtering recommenda-
tion algorithm and hybrid recommendation algorithm. 

2.1. Content-Based Recommendation Algorithm 

The content-based recommendation algorithm is relatively simple and intuitive. 
It is based on the user’s historical interest information to recommend the re-
sources that may be of interest to the user. By analyzing the recent navigation 
history of learners, Mohamed et al. [3] recommend the learning resources. In 
combination with the need of learning, Chen Min et al. [4] propose a persona-
lized recommendation model for ubiquitous learning. With the core of ontology 
technology, Jiang Qiang et al. [5] propose a personalized ontology learning re-
source recommendation system based on the user model. Khribi et al. [6] make a 
similar match between user’s recent navigation history and learning resources, 
which automatically generates learning suggestions online. Sharif et al. [7] de-
sign a recommended framework, through the key learning resources and the us-
er’s interest in learning the label match to implementation of the recommenda-
tions, and assign weights learning resources, learning resources will be further 
sorted according to the importance level. 

The content-based recommendation algorithm only considers the matching of 
learning resources and users’ interest characteristics without considering the si-
milarity between users, which results in only recommending resources that users 
have learned and are not interested in [8]. But there is no recommendation for 
learning resources that are not available to users. In order to avoid the disad-
vantages of the content-based learning recommendation, the researchers pro-
pose a new personalized solution, for example, the collaborative filtering rec-
ommendation technology [9]. 

2.2. Collaborative Filtering Recommendation Algorithm 

According to different users’ preference for the same learning content, the us-
er-based collaborative filtering recommendation computes the distance between 
users and then recommends learning content between users with the same pre-
ference. Based on analyzing the three Service modes of cloud computing, Wang 
Ping et al. [10] propose a learning resource recommendation system based on 
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the PAAS (Platform as a Service) model. Liu Xiaoxue [11] proposes an adaptive 
recommendation system based on current learners’ online behaviors which au-
tomatically recommend learning resources online. Wang Honglei [12] puts for-
ward a similar learning partner recommendation system based on social tagging 
in response to the “information overload” and “information trek” problems 
faced by learners in Internet learning. Xu Tianwei et al. [13] propose a collabor-
ative filtering algorithm based on the project, user and attribute value matrix for 
the lack of personalized curriculum recommendation and efficiency of elective 
courses in university selection system. Wang Yonggu et al. [14] try to introduce 
the latest research results in the e-commerce field into education, and propose a 
collaborative filtering learning resource recommendation system. The collabora-
tive filtering can provide recommendations with less feedback and is more effi-
cient, but there are two obvious defects for it [15]. The primary defect is the 
sparsity problem. Many users are reluctant to evaluate the learning resources, 
which results in the lack of basic data of the user similarity calculation, thus af-
fects the recommendation accuracy. For the data sparse problem of collaborative 
filtering algorithm, by introducing social tagging, Li Ning et al. [16] recommend 
the learning resources of interest to the learners. The second is the cold-starting 
problem. Many newly launched learning resources are rarely recommended even 
if learning resources are valuable because of the lack of evaluation data. Based on 
the properties of learning resources in multiple spaces, Saleh et al. [17] propose 
the tree model to model the interest of the users, and propose the new similarity 
calculation method in the scholar tree model. The experimental results show 
that the proposed method can effectively alleviate the problem of cold-starting 
and sparsity. 

2.3. Hybrid Recommendation Algorithm 

To overcome the shortcomings of content-based recommendation and collabor-
ative filtering recommendation, most scholars try to combine these two modes 
in some way to recommend. Some scholars try to re-enter the results of the con-
tent-based recommendation to the collaborative filtering recommendation sys-
tem, and adopt the collaborative filtering recommendation technology for sec-
ondary filtering. Some scholars try to re-enter the results of the collaborative fil-
tering recommendation to the content-based recommendation [18]. Ge et al. 
[19] propose a recommendation that combines the content-based recommenda-
tion and collaborative filtering recommendation. Mou Zhijia et al. [20] analyze 
the personality characteristics of students and put forward personalized recom-
mendation system based on electronic schoolbag which is based on the estab-
lishment of learner model. From the perspective of learning support services of 
virtual learning community, Yang Lina et al. [21] study the personalized rec-
ommendation of learning resources for learners with different working back-
grounds and learning needs. 

Because the recommend ideas of content-based recommendation and colla-
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borative filtering recommendation are different, how to combine the two effec-
tively is the core content of hybrid recommendation. Although many scholars 
have proposed mixed methods, the accuracy and efficiency of hybrid recom-
mendation is worth further improvement. 

3. Personalized Learning Based on Data Mining 

Data mining is used to extract hidden information in user’s learning behavior 
data for knowledge discovery. It has two tasks: one is to describe; the other is to 
predict. For the former, it is mainly to according to the content of the data in the 
behavior database, through the right way to make statements on the data, data 
classification, clustering, association rules mining, so as to find the hidden rules 
between the data. The latter is based on existing data in the behavior database to 
predict or infer the future, such as, sequential pattern mining, genetic algorithm 
and swarm intelligence algorithm. In personalized learning algorithm, the me-
thods of data mining mainly include classification algorithm, clustering algo-
rithm, association rule mining, sequence pattern mining algorithm, genetic algo-
rithm and swarm intelligence algorithm. 

3.1. Classification Algorithm 

The classification algorithm is mainly used to extract the characteristics of vari-
ous learners and individualize education to them. Feldman et al. [22] use the 
number of attempts, duration, and final grades of students in a game to train 
naive Bayes classifier to determine the student’s learning style. Damez et al. [23] 
use the method of fuzzy decision tree to model students, by analyzing the cogni-
tive characteristics of students’ interaction with learning system, and differen-
tiating between online learning experience and novice. Natek et al. [24] use the 
decision tree algorithm to classify the students to get the characteristics of per-
sonal information and teaching links of students with different grades. The 
analysis finds that the factors that affect the final score of the course have the 
learning type, the activity performance in the learning process, daily test scores 
and so on. Chanchary et al. [25] use the association rule mining and decision 
tree classification method to find out the relationship between the user’s use of 
learning management system and the final grade. 

3.2. Clustering Algorithm 

The clustering algorithm can be used to analyze the isolated point and detect the 
abnormal learning behavior and fraud behavior of the learners, to remind the 
teachers to deal with it. In addition, clustering algorithm can also be a prepro-
cessing step for other mining methods. The results of clustering algorithm are 
used for further data mining analysis, and the more profound and unknown 
characteristics of each type of learner are obtained to improve its accuracy and 
efficiency. Or to compare the results of further analysis, differences among dif-
ferent groups are found out. Ayers et al. [26] use hierarchical clustering, K-means 
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algorithm, and model-based clustering algorithm to perform cognitive diagnos-
tics. Milos et al. [27] use K-means algorithm to divide students into three cate-
gories according to students’ behaviors and analyze the cognitive characteristics 
of various students by combining the information of students’ cognitive style 
collected by the MBTI scale. Araya et al. [28] analyze the data of a large multip-
layer online math game and discovery the rules of teamwork. Teng et al. [29] 
cluster the learners, analyze the clustering results and provide specific sugges-
tions for each class, based on the similarity of learning behavior. Li Shuang et al. 
[30] use the clustering method to divide learners into five categories based on 
their behavioral sequence characteristics. By analyzing the behavioral sequence 
and behavioral transformation patterns generated by online learning of various 
learners, they define these five categories as low input, shallow input, perfor-
mance input, progressive and random participation. 

3.3. Association Rules Mining and Sequential Pattern Mining 
Algorithm 

Association rules and sequential pattern mining are applied to discover the 
learning and usage habits of learners’ online learning. For example, learning ac-
tivities should be arranged to implement personalized learning recommenda-
tions and learning arrangements. For example, Yu et al. [31] use online time, the 
number of reading documents, and the number of questions to describe the be-
havior of learners. The relationship between each learning behavior model is ex-
plored by using fuzzy association rule mining. Wu Qin et al. [32] use the Kolb 
learning style scale to obtain the student’s learning style, and use the association 
rule mining method to obtain the behavioral characteristics of various learning 
styles. Chen et al. [33] use association rule mining to find out that students’ mi-
sunderstanding of certain knowledge points which will lead to misunderstand-
ings of other specific knowledge points. Aher et al. [34] apply Apriori algorithm 
to analyze the association rules of the course learning records of all kinds of stu-
dents based on the K-means algorithm clustering to get all kinds of students’ 
preferred courses to recommend suitable courses to students. Wu Shuping [35] 
uses the sequence pattern mining algorithm to unify the learning behavior of 
learners to obtain the learning path network diagram, and analyze the high fre-
quency learning path found the effective learning mode. Pahl et al. [36] use the 
sequential pattern mining method to obtain the learning path of online learners, 
and compare it with the teacher’s expected path, and then find the deviation 
from the expectation of timely intervention. 

3.4. Genetic Algorithm and Swarm Intelligence Algorithm 

Wang et al. [37] implement a self-adaptive learning system by using BP neural 
network method, which can be used to recommend different learning materials 
based on the learners’ gender, personality and degree of learning anxiety. Xiao 
Huimin et al. [38] first feature the learners, based on the particle swarm algo-
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rithm, then make each learner as a particle and make the path selection in the 
learning process and evaluation value as a representative of the its space for per-
sonalized learning path optimization by using Particle Swarm Optimization 
(PSO) algorithm. Ahmad et al. [39] introduce the idea of using ant colony opti-
mization algorithm and concept graph to recommend suitable learning paths for 
different learning groups. Cheng Yan [40] proposes the extension and colony 
algorithm to solve the recommendation problem of learning path. The evaluation of 
learning path and the characteristics of target users in knowledge level and 
learning style are comprehensively referenced in the recommendation decision. 

4. Conclusion 

Our target in this paper is to present a literature review of personalized learning 
algorithm research from two aspects of the recommendation system and data 
mining. Through the statistical analysis of the current individualized learning 
algorithm, the different approaches that are applied to construct them are com-
pared. It can be obtained that recommendation system ignores the information 
contained in user behavior. Using data mining for user behavior helps us under-
stand the regularity of user’s use of the system, but there are certain defects. For 
example, the associated rules technology is vulnerable to the loss of important 
patterns, which leads users to not be interested in the mode of mining and the 
application of sequential pattern to personalized recommendation coverage is 
low. However, for the recommendation system based on data mining algorithm, 
its efficiency depends on which data mining algorithm is adopted. The system is 
often faced with low resource utilization, unstable recommendation output and 
low accuracy. At present, Reinforcement Learning (RL) is an important method 
to solve Sequential Decision Making, which is closely combined with deep 
Learning in the field of artificial intelligence, has achieved remarkable results, 
and becomes the current breakthrough cognitive intelligence representative 
machine learning method. Li Yiqun et al. [41] propose a label recommendation 
algorithm, based on the framework of reinforcement learning theory. The sparse 
data is constructed through simulated user interest, combining simulated data 
with historical user access data for collaborative filtering recommendations. 
Therefore, it seems that the reinforcement learning has a good feasibility in the 
learner modeling and the learning sequence recommendation. So, how to start 
from reinforcement learning, build learner models, model online learning beha-
vior, and provide learners with their own learning strategies automatically and 
dynamically will become a research trend in the future. 
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