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Abstract 
With the increasing variety of application software of meteorological satellite 
ground system, how to provide reasonable hardware resources and improve 
the efficiency of software is paid more and more attention. In this paper, a set 
of software classification method based on software operating characteristics 
is proposed. The method uses software run-time resource consumption to 
describe the software running characteristics. Firstly, principal component 
analysis (PCA) is used to reduce the dimension of software running feature 
data and to interpret software characteristic information. Then the modified 
K-means algorithm was used to classify the meteorological data processing 
software. Finally, it combined with the results of principal component analysis 
to explain the significance of various types of integrated software operating 
characteristics. And it is used as the basis for optimizing the allocation of 
software hardware resources and improving the efficiency of software opera-
tion. 
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1. Introduction 

With the increase of meteorological satellite observation level and the rich va-
riety of remote sensing products, meteorological satellite remote sensing prod-
ucts are more and more widely used. National Satellite Meteorological Center 
Fengyun meteorological satellite ground application system deals with a large 

How to cite this paper: Lin, M.Y., Zhao, 
X.G., Fan, C.Q., Xie, L.Z., Wei, L. and Guo, 
P. (2017) Polarimetric Meteorological Sa-
tellite Data Processing Software Classifica-
tion Based on Principal Component Analysis 
and Improved K-Means Algorithm. Journal 
of Geoscience and Environment Protection, 
5, 39-48. 
https://doi.org/10.4236/gep.2017.57005 
 
Received: March 20, 2017 
Accepted: July 10, 2017 
Published: July 13, 2017 
 
Copyright © 2017 by authors and  
Scientific Research Publishing Inc. 
This work is licensed under the Creative 
Commons Attribution International  
License (CC BY 4.0). 
http://creativecommons.org/licenses/by/4.0/   

   
Open Access

http://www.scirp.org/journal/gep
https://doi.org/10.4236/gep.2017.57005
http://www.scirp.org
https://doi.org/10.4236/gep.2017.57005
http://creativecommons.org/licenses/by/4.0/


M. Y. Lin et al. 
 

40 

number of satellite observations in real time every day. It has put forward high 
requirements on the timeliness and reliability for ground application system da-
ta processing. At the same time, it challenges the design and operation of these 
applications to support the work of IT platform. How to fully understand the 
resource requirements of various types of data processing software and make ef-
fective use of IT resources has become an urgent problem in the field of meteo-
rological satellite ground application system [1]. 

Various types of meteorological satellite data processing prototype software in 
National Satellite Meteorological Center are the crystallization of countless 
scientists’ hard work for several years. With the development of remote sensing 
instruments and the development of remote sensing technology, the ground 
meteorological software is constantly enriched and renewed. In engineering 
construction, these prototyping softwares become an important component of 
Fengyun meteorological satellite ground application system after engineering. It 
should be necessary to establish the detection and evaluation methods, after the 
engineering data processing software and the use of hardware resources to assess 
the rationality. Fengyun meteorological satellite ground application system has a 
large number of data processing software, so classification of software resources 
and the use of the characteristics of its operation are the basis for carrying out 
evaluation work. 

Experimental data used in this paper are from the collected data on the opera-
tion of Fengyun-3C data processing software. First of all, we collected the origi-
nal software running feature data, processing feature extraction, to better express 
the characteristics of the software. Secondly, principal component analysis (PCA) 
was used to analyze the operational characteristics of the collected data, and the 
principal components were extracted and their features were described. Then the 
clustering analysis is carried out by using the processed software characteristic 
data to realize the classification of meteorological software, such as compu-
ting-intensive, memory-intensive, I/O-intensive and network-intensive. Finally, 
based on the results of PCA, the characteristics of each type of software are de-
scribed, which provides basic data and basis for further work, such as software 
resource consumption rationality analysis, software operation rationality evalua-
tion, optimization of hardware and software systems, and provides scientific de-
cision data support for future hardware and software platform planning and 
configuration of new projects. Therefore, the classification of software based on 
software operating characteristics, so as to further optimize the software hard-
ware resource allocation and improve software operating efficiency. 

2. Extraction and Processing of Software Running Feature  
2.1. Software and Hardware Environment Overview 

The object of this paper are the 182 sets of polar orbiting meteorological satellite 
data processing software of the 12 categories of instruments for the Fengyun-3C 
satellite ground application system. Hardware resources, including 6 IBM mini-
computers, detailed configuration in Table 1. 
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Table 1. Hardware configuration. 

serv_name cpu_hz cpu_type cpu_core real_mem vir_mem 

coss1-3c 4.4 Ghz POWER7 32 186 G 62 G 

coss2-3c 4.4 Ghz POWER7 32 186 G 62 G 

pgs1-3c 4.4 Ghz POWER7 22 134 G 52 G 

pgs2-3c 4.4 Ghz POWER7 22 134 G 52 G 

pgs6-3c 4.2 Ghz POWER7 12 250 G 78 G 

pgs7-3c 4.2 Ghz POWER7 12 250 G 78 G 

2.2. Maintaining the Integrity of the Specifications 

Software operating characteristic data acquisition range contained 182 sets of 
polar orbit meteorological satellite data processing software for 12 kinds of in-
struments. Polar orbit meteorological satellites carried remote sensing instru-
ment. Its mode of operation is to collect data on a regular basis and download 
the collected data to the ground station. The software needs to run multiple 
times per day (each run is called a track). Data acquisition environment is the 
simulation environment and acquisition time is 4 days. The collection method 
for operating characteristics of the software is to force each weather processing 
software running in serial (the actual environment running is in parallel), so that 
each software can get sufficient hardware resources and give full play to software 
performance. Software operating characteristics data acquisition types included 
CPU, system, process, and job level data, with CPU-level and system-level acqui-
sition cycles of 1 second. Job-level data acquisition fields are the main software 
start time, end time and the located server. System-level data acquisition fields 
are CPU system and disk wait for usage, CPU idle usage, memory usage, virtual 
memory usage, disk read and write rates, network receive and send rate. CPU- 
level data acquisition field has the core CPU system utilization and idle utiliza-
tion. 

2.3. Characterization of Operational Characteristics 

Software feature analysis needs to express the operating characteristics of the 
software as much as possible, and ultimately to express the operating characte-
ristics of each software through a vector. Characterization of the software run-
ning characteristics need to consider from two aspects: 1) time-series characte-
ristics of software operation; 2) to eliminate differences between the platforms 
and the resource consumption of the system (only consider the resources con-
sumed by the software itself). 

The time-series features of the software running are represented by peak, 
mean and summation of resource consumption. Eliminating platform differenc-
es requires the conversion of resource usage to usage. The consumption of re-
sources of the software itself needs to throw away the occupied resources of the 
system. To this end, we carried out based on the parameters of the collected in-
formation and software running on the server information, synthesis of new 
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feature parameters. Specific treatment is as follows: 
Software running time: 

start endt t t= −                             (1) 

CPU user calculation: 

( )syswa idle corecpu_am 100 cpu_rat cpu_rat cpu cpu_hz= − − ∗ ∗       (2) 

CPU calculation total: 

0cpu_sum cpu_amt
ii== ∑                       (3) 

CPU Calculated Peak: 

( )cpu_max max cpu_ami=                      (4) 

Memory usage: 

mem mem_rat real_mem= ∗                      (5) 

Virtual memory usage: 

swap swap_rat vir_mem= ∗                      (6) 

Disk Read: 

0disk_read_sum disk_readt
ii== ∑                    (7) 

Disk write: 

0disk_write_sum disk_writet
ii== ∑                   (8) 

Network receiving: 

0net_rec_sum net_rect
ii== ∑                     (9) 

Network sending: 

0net_send_sum net_sendt
ii== ∑                   (10) 

Through the above conversion, the software’s each track operating characte-
ristic data is transferred into a vector, and then we calculate the average value of 
the software multi-track running characteristics, finally formatted a 182 × 14 
data matrix of the original operating characteristics. 

2.4. Characteristic Data Normalization 

In the original data, the unit of each characteristic parameter value is not the 
same, and the difference between the data is very big. In order to facilitate the 
analysis, the data are normalized. In this paper, the Min-max normalization 
method is used to transform the original data linearly. Let minA and maxA be 
the minimum and maximum values of attribute A, and normalize the original 
value x of A by Min-max to the value in interval [0, 1]. The formula is: 

( ) ( )min max minx x A A A′ = − −                  (11) 

3. Principal Component Analysis 

Principal Component Analysis (PCA) is a statistical method. Through ortho-
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gonal transformation to a group of variables may be related to the conversion of 
a group of linearly unrelated variables, the group of variables after transforma-
tion is called the principal component. The results of principal component anal-
ysis are mainly dependent on the correlation between indicators. If the correla-
tion is very strong, the results of principal component analysis will be very good, 
otherwise it is poor [2]. Principal Component Analysis method can reduce the 
software operation characteristic data dimension and explain the software cha-
racteristic information. 

In this paper, SPSS is used to analyze the original running characteristic data 
matrix. The correlation between 14 features was calculated firstly, and the results 
are shown in Table 2. The total variance is then explained. Finally, the principal 
components are selected and their features are extracted. The calculation me-
thod and steps of the characteristic analysis method are as follows. 

3.1. Compute the Correlation Matrix from the Original Data  
Matrix 

The raw data matrix represents the operating characteristics of each software, 
and each column represents the value of one operating characteristic of the 
software. SPSS software analysis results are shown in Table 2. The matrix re-
flects the correlation between the running characteristics of any two software 
programs. 

3.2. The Principal Component Is Extracted by Total Variance 

According to the Ref. [3], when ρ (cumulative%) ≥ 0.8 - 0.9, we can use the first 
five principal components instead of the original 14 operating characteristics, 
and retain the original 14 operating characteristics contain the main informa-
tion, The first five principal components are called public influence factors. 

3.3. Calculation of the Main Components of the Software 

According to the analysis in Table 3, the cumulative values of the four principal 
components of 1, 2, 3, 4 are 78.471%, which can represent the main factors of the 
original matrix. In the process of running, the expression of the variable is not 
the original variable, but the standardized variable, such as the first principal 
component, for example, can be other standardized variables: 

1 1 2 140.732 0.547 0.254F Zx Zx Zx= ∗ + ∗ + + ∗�           (12) 

By analyzing the four principal component coefficients in Table 4, the opera-
tional characteristics with high correlation coefficient are selected as the analysis 
factors. In Table 5, it can be found that the main components in the first cate-
gory are mainly related to run time and disk read and write resources. The 
second category is mainly related to network resources and CPI. The third cate-
gory is mainly related to computing resources. And the forth category are related 
to memory and cache. 

From Table 4 and Table 5, the new principal component formula is extracted 
as follows: 
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Table 3. Explain the total variance. 

Ingredients 
Initial eigenvalue Extract the square load 

Total Variance % Cumulative % Total Variance % Cumulative % 

1 4.948 35.346 35.346 4.948 35.346 35.346 

2 2.724 19.457 54.803 2.724 19.457 54.803 

3 1.815 12.965 67.768 1.815 12.965 67.768 

4 1.498 10.702 78.471 1.498 10.702 78.471 

5 0.813 5.808 84.278    

6 0.666 4.759 89.037    

 
Table 4. Component matrix. 

Parameter Original indicators 
Ingredients 

1 2 3 4 

Zx1 Running time 0.732 −0.375 0.044 −0.168 

Zx2 The maximum cache size 0.547 −0.062 −0.054 0.798 

Zx3 The maximum memory 0.469 0.48 −0.021 0.706 

Zx4 Computational complexity 0.473 −0.165 0.779 −0.03 

Zx5 Computational peak value 0.506 −0.214 0.744 −0.006 

Zx6 CPI average −0.386 0.715 −0.165 −0.09 

Zx7 Disk read total 0.722 −0.212 −0.512 −0.128 

Zx8 Disk read peak 0.736 −0.25 −0.175 0.082 

Zx9 Disk write total 0.652 −0.192 −0.531 −0.17 

Zx10 Disk write peak 0.766 −0.184 −0.105 −0.154 

Zx11 Network Sending Total 0.755 0.356 0.024 −0.312 

Zx12 Network Sending Peak 0.474 0.681 −0.025 0.135 

Zx13 Network Receiving Total 0.573 0.63 0.173 −0.32 

Zx14 Network Receiving Peak 0.254 0.775 0.071 −0.182 

 
Table 5. Main ingredient. 

1 2 3 4 

Running time CPI average 
Computational  

complexity 
The maximum  

cache size 

Disk readtotal 
Network  

Sending Peak 
Computational peak 

value 
The maximum 

memory 

Disk readpeak 
Network  

Receiving Total 
  

Disk writetotal 
Network  

Receiving Peak 
  

Disk writepeak    

Network  
SendingTotal 
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1 1 7 8 9 10 110.732 0.722 0.736 0.652 0.766 0.755F Zx Zx Zx Zx Zx Zx= ∗ + ∗ + ∗ + ∗ + ∗ + ∗  (13) 

2 6 12 13 140.715 0.681 0.63 0.775F Zx Zx Zx Zx= ∗ + ∗ + ∗ + ∗            (14) 

3 4 50.779 0.774F Zx Zx= ∗ + ∗                       (15) 

4 2 30.798 0.706F Zx Zx= ∗ + ∗                       (16) 

4. Improved K-Means Algorithm 
4.1. Typical K-Means Algorithm 

K-means algorithm is a typical distance-based clustering algorithm. Distance 
was used as the evaluation index of similarity. That is, the closer the distance 
between two objects, the greater the similarity. The clustering results of the tra-
ditional K-means algorithm are susceptible to the number of clusters [4] [5] [6]. 
The choice of the initial cluster center depends on relatively large. The clustering 
results of different initial clustering centers are usually different. The results are 
highly uncertain. The clustering index tends to converge to the local optimum. 
K-means algorithm can be used to classify polar orbit meteorological data pro- 
cessing software. 

Nowadays, the research on k-means algorithm is mainly focused on two di-
rections: firstly, how to obtain better initial clustering center; the second is how 
to get the best clustering number. For the selection of the initial clustering center 
point of k-means algorithm, Ref. [7] [8] proposed that k points in high density 
distribution are chosen as the initial clustering center algorithm. In this paper, 
the first k initial center points are chosen and the k values are combined accord-
ing to the clustering results [9] [10]. 

4.2. Cluster Analysis Results 

Through the improved K-means algorithm, the clustering results are shown in 
the following Figure 1, and three types are obtained. 

Combining the principal component analysis results and the clustering re-
sults, the following results are easily obtained: In the first category, the third 
principal component value of the individual is higher, the first principal com-
ponent is medium, the requirements of memory and cache are relatively high, 
the disk and network resource demand are moderate, and the CPU resource re-
quirement is low; In the second category, the three main components are very 
high, the software is an integrated intensive, the disk, network and memory re-
quirements are relatively large, especially for CPU requirements are particularly 
large; In the third category, the three main components are relatively low, which 
are small-scale resource-intensive. The running time of this kind of software is 
relatively short, and the demand for various resources is low. The overall de-
mand for network and memory is relatively high. 

4.3. Clustering Analysis 

Through Figure 1 and Figure 2 it can be found, the overall CPU utilization is low. 
We can reduce the CPU configuration or add applications on this server software.  



M. Y. Lin et al. 
 

47 

 
Figure 1. Software classification feature map. (Notes: a. Running time; b. The 
maximum cache size; c. The maximum memory; d. Computational complexi-
ty; e. Computational peak value; f. CPI average; g. Disk read total; h. Disk read 
peak; i. Disk write total; j. Disk write peak; k. Network Sending Total; l. Net-
work Sending Peak; m. Network Receiving Total; n. Network Receiving Peak). 

 

 
Figure 2. Software classification results. 

 
More intensive and centralized memory, we can increase the memory capacity to 
enhance the speed. Software on the disk read and write speed is relatively high, 
sudden traffic increases, the proposed disk is equipped with high speed or in-
crease the multilevel cache resources to reduce the disk read and write on the 
software calculation. 

The results of the research and experiment prove that the above results are in 
accordance with the actual situation and can be used as the basis for optimiza-
tion of hardware and software resources. 

5. Summary 

In this paper, principal component analysis and K-means clustering algorithm 
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are used to classify the software in the meteorological field, and the software 
classification in the meteorological field is solved. At the same time, the charac-
teristics of each kind of software are analyzed. Using the results of the classifica-
tion, the software scheduling algorithm is further analyzed to improve the 
hardware utilization and reduce the software waiting time. 
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