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Abstract 
 
In this paper, we define a functional optimization problem corresponding to smooth functions which its op-
timal solution is first derivative of these functions in a domain. These functional optimization problems are 
applied for non-smooth functions which by solving these problems we obtain a kind of generalized first de-
rivatives. For this purpose, a linear programming problem corresponding functional optimization problem is 
obtained which their optimal solutions give the approximate generalized first derivative. We show the effi-
ciency of our approach by obtaining derivative and generalized derivative of some smooth and nonsmooth 
functions respectively in some illustrative examples. 
 
Keywords: Generalized Derivative, Smooth and Nonsmooth Functions, Fourier analysis, Linear  
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1. Introduction 
 
The generalized derivative has played an increasingly 
important role in several areas of application, notably in 
optimization, calculus of variations, differential equa-
tions, Mechanics, and control theory (see [1-3]). Some of 
known generalized derivatives are the Clarke’s General-
ized derivative [1], the Mordukhovich’s Coderivatives 
[4-8], Ioffe’s Prederivatives [9-13], the Gowda and Rav-
indran H-Differentials [14], the Clarck-Rockafellar Sub-
differential [15], the Michel–Penot Subdifferential [16], 
the Treiman’s Linear Generalized Gradients [17], and the 
Demyanov-Rubinov Quasidifferentials [2]. In these men-
tion works, for introducing generalized derivative of 
non-smooth function  .f  on interval  ,a b , some 
restrictions and results there exist, for examples 

1) The function  .f  must be locally Lipschitz or 
convex. 

2) We must know that the function  .f  is non-dif-
ferentiable at a fixed number  ,x a b . 

3) The obtained generalized derivative of  .f  at 
 ,x a b  is a set which may be empty or including sev-

eral members.  
4) The directional derivative is used to introduce gen-

eralized derivative. 
5) The concepts limsup and liminf are applied to obtain 

the generalized derivative in which calculation of these is 
usually hard and complicated.  

However, in this paper, we propose a new definition 
for generalized first derivative (GFD) which is very use-
ful for practical applications and hasn’t above restrictions 
and complications. We introduce an especially functional 
optimization problem for obtaining the GFD of nonsmooth 
functions. This functional optimization problem is ap-
proximated with the corresponding linear programming 
problem that we can solve it by linear programming 
methods such as simplex method.  

The structure of this paper is as follows. In Section 2, 
we define the GFD of non-smooth functions which is 
based on functional optimization. In addition, we intro-
duce the linear programming problem to obtain the ap-
proximate GFD of non-smooth functions. In Section 3, 
we use our approach for smooth and nonsmooth func-
tions in some examples. Conclusions of this paper will 
be stated in Section 4.  
 
2. GFD of Nonsmooth Functions 
 
In this section, we are going to introduce a functional 
optimization problem that its optimal solution is the de-
rivative of smooth function on interval  0,1 . For solv-
ing this problem, we introduce a linear programming 
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problem. So, by solving this problem for nonsmooth 
functions, we obtain an approximate derivative for these 
functions on interval  0,1  which is GFD. Firstly, we 
state the following Lemma which  0,1C  is space of 
continuous functions on  0,1

 
: 

Lemma 2.1: Let  .h C 0,1  and  

   1

0
d 0x h x x   for any    .  0,1C . We have  

  0h x   for all  0,1


x . 
Proof: Consider 0  such that 0,x  1  0 0h x  . 

Without loss of generality, suppose . Since  0h x 0
   . 0,h C 1 , then there is a neighborhood  0 ,N x  , 

0  , of 0x  such that  for all   0h x   0 ,x N x  . 
We consider the functin    0 . C 0,1  such that  0 .  
is zero on    0 ,N x 0,1   and positive on  0 ,N x  . 
Thus we have: 

   0 d
 


0

1

0
,N x

  0 0 dx h x

0



x x h x x


     

so  which is a contradiction. Then     
1

0
0

h x x dx 
  0h x   for all 0,1



x . □ 
Now we state the following theorem and prove it by 

Lemma 2.1 which 1C 0,1  is the space of differentiable 
functions with the continuous derivative on  0,1 .  

Theorem 2.2: Let  .f ,    .g C 0,1  and  

     1

0
v x f x v x   g x dx  0 for any    1. 0v C ,1   

where . Then we have    0 1v v 0    1. 0,f C 1  
and    . .f g  . 

Proof: We use integration by parts rule and conditions 
:    0 1v v  0

       

    

   

1

0

1

0

1

0

d d

1 1 d

v x g x x x G x x

v G x x

v x G x

   

 

 





 

 0

d .

v x G

v G

x

dt

 

  

1 1

0 0
v x

v x G





 



 0    (1) 

where  for each   
0

x
G x g t  0,1x



   x f x

d 0x 

. Since  

     1

0
v x f x v x   g x

 dG x

 G x

 f x

0

x  

 , so by relation (1), 

 1 1

0 0
v x v   

or 

    1

0
v x f x . 

Put  for each    h x G x   0,1x . By 
Lemma 2.1, since    .v C 0,1  we have  h x 0  for 
all  0,1x , it means that  .   .fG . Thus  

   
0

d
x

f x g t  t . So    .f C 0,1  and    . .f g . □ 

let 

      . : sin π : 0,1 , 1,2,k kV v v x k x x k     . 

Then    0 1k kv v 0   for all . We can 
extend every continuous function 

 .kv 
  

V
.v C 0,1  which 

satisfies  0 0v   as an odd function on  1, 1 . Thus, 
there is a Sinus expansion for this function on  1,1 . 
Now we have the following theorem: 

Theorem 2.3: Let  .f ,    . 0,g C 1

 0

 and  

       1

0
dk kv x f x v x g x x    where  .kv V . Then  

we have    1. 0,f C 1  and    . .f g  . 

Proof: Let          1 1C v. 0,1 : 0v 0V v     and  

  .v V . Since set V is a total set for space V , There 
are real coefficients  such that  1 2, ,c c 

   
1

k k
k

v x c v x


 


 for any  0,1x  where  .kv V .  

Thus, if  

        1

0
d 0k kv x f x v x g x x   ,  1, 2,k  

then 

         1

0
1

dk k k
k

c v x f x v x g x x




 0       (2) 

We know the series  is uniformly conver-   
1

.k k
k

c v





gent to the function  .v . So by relation (2) 

       1

0
1 1

dk k k k
k k

v x f x c v x g x xc
 

 

  0  
 
    (3) 

Thus, by (3) 

        1

0
dv x f x v x g x x 0  .      (4) 

where    
1

k k
k

v x c v x




   . Thus for any   .v V  the  

relation (4) and conditions of theorem 2.2 hold. Then we 
have    1. 0,f C 1  and    . .f g  . □ 

Now we state the following theorem and in next step 
use it. 

Theorem 2.4: Let 0   is given small number, 
   1. 0f C ,1  and m. Then there exist 0   such  

that for all 
1i i

, ,is
m m


 
 
 

  1,2, ,i m 

        2d
i

i

s

i i i
s

f x f s x s f s x









        (5) 

Proof: Since      
lim , 1, 2, ,

i

i
i

x s
i

f x f s
f s i

x s


  


 m, 

so there exist 0
is

   such that for all  
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 ,i i i ix s s   

 

 

    , 1, 2, ,
2

i
i

s
f s i m

   

m

i

f x f

x s




    (6) 

Suppose that . So for all   min , 1, 2, ,
is

i   
1

,i

i i
s

m m

  
 

 and  ,i ix s s    ,  in-  1, 2, ,i m 

equality (6) is satisfied. Thus  
 , ,

i ii i i s i ss s s s      
1,2, ,i m 

   and by inequality (6) 
we obtain for all   

        ,
2 2i i i if x f s x s f s x s
         (7) 

Thus by integrating both sides of inequality (7) on in-
terval  ,i is s   ,  we can obtain ine-
quality (5). □ 

1,2, ,i   m

Now consider the continuous functions  .f  and  

 .g  such that  for         1

0
dk kv x f x v x g x x   0

Vany . We have:  .kv 

     1

0
d , . , 1,2,3,k k kv x g x x v V k      (8) 

where 

   1

0
d , 1,2,3,k kv x f x x k           (9) 

Let 0   and 0 
m

 are two sufficiently small 
given number and . For given continuous func-
tion  f x  on  0,1 , we define the following func-
tional optimization problem: 

      1

0
1

. dk k
k

minimize

J g v x g x x 




  
       (10) 

       

   

d

1
. 0,1 , , , 1, 2, ,

i

i

s

i i i
s

i

subject to

f x f s x s g s x

i i

,

g C s i
m m





m






   

    
 





 (11) 

where  for all .  .kv V 1,2,3,k  
  Theorem 2.5: Let 1. 0,f C 1  and    . 0g C  ,1  

be the optimal solution of the functional optimization 
problem (10)-(11). Then, .  f g   . .

Proof: It is trivial    1

0
1

d 0k k
k

v x g x x 


    for 

all    . 0,g C 1 . By theorem 2.3, we have  

   1

0
dk kv x g x x   0 V for all  where   .kv 

   . .g f   on  0,1 . So  

   1

0
1

d 0k k
k

v x f x x 




    , 

hence  

       1 1

0 0
1 1

0 d k k
k k

v x f x x v x g x xd 
 

 

       

On the other hand    . 0,f C  1  and by theorem 2.4 
function  .f   satisfies in constraints of problem (10)- 
(11). Thus,  .f   is optimal solution of functional op-
timization (10)-(11). □ 

Thus, the GFD of non-smooth functions may be de-
fined as follows: 

Definition 2.6: Let  .f  be a continuous nonsmooth 
function on the interval  0,1  and  be the opti-
mal solution of the functional optimization problem (10)- 
(11). We denote the GFD of 

 .g

 .f  by  .dGF f  and 
define as    . .

d

Remark 2.7: Note that if 
GF f g . 

 .f  be a smooth function 
then the  .dGF f  in definition 2.6 is . Further, if  .f 
 .f  be a nonsmooth function then GFD of  .f  is an 

approximation for first derivative of function  .f .  
However, the functional optimization problem (10)- 

(11) is an infinite dimensional problem. Thus we may 
convert this problem to the corresponding finite dimen-
sional problem. We can extend any function  
   . 0g C ,1  on interval [–1,1] as Fourier series  

      0

1

cos π cos π
2 k k

n

a
g x a k x b





   k x

x

x

 

where coefficients ka  and  for  satisfy-
ing in the following relations: 

kb 1, 2,k  

   

   

1

1

1

1

cos π d ,

sin π d ,

k

k

a k x g x

b k x g x












           (9) 

On the other hand, by Fourier analysis (see [18]) we  
have lim 0k

k
a


  and . Then there exists  lim 0k

k
b




N   such that for all  we have 1k N  0ka   
and 0kb  . 

Hence, the problem (10)-(11) is approximated as the 
following finite dimensional problem: 

      1

0
1

.
N

k k
k

minimize

J g v x g x xd 


  
        (13) 

       

   

2 ,

1
. 0,1 , , , 1, 2, ,

i

i

s

i i i
s

i

subject to

f x f s x s g s dx

i i
g C s i

m m





m






   

    
 





  (14) 

Copyright © 2011 SciRes.                                                                                  AM 
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where N is a given large number. We assume that 
 i ig g s ,  1i if f s   , 2i if f s    and  
 i if f s  for all . In addition, we choose  1,2,i  ,m

the arbitrary points 
1

,i

i i
s

m m
  
 

,  By  1,2, ,i m 

trapezoidal and midpoint integration rules, problem (13)- 
(14) can be written as the following problem which 

1 2, , , mg g g  are its unknown variables:  

1 1

N m

ki i k
k i

minimize v g 
 

                (15) 

1 2 ,

1, 2, ,
i i i i i i

subject to

f f g f f g

i m

       

 
     (16) 

Now, problem (15)-(16) may be converted to the fol-
lowing equivalent linear programming problem (see [19, 
20]) which ig , , 1, ,i   m k ,  and 

i

1, 2, ,k N 
 , i , i , i  for  are unknown vari-
ables of the problem: 

z u v 1,2,i  ,m

1

N

k
k

minimize 

                            (17) 

   

0

0

1

2

, 1, 2, ,

, 1, 2, ,

, 1, 2, ,

, 1,2, ,

, 1,2, ,

, , , , 0, 1,2, , ; 1, 2, , .

m

k ki i k
i

m

k ki i k
i

i i i i

i i i i i

i i i i i

i i i i k

subject to

v g k N

v g k N

u v z i m

u v g f f i m

z g f f i m

z u v k N i m

  

  

 


 
 





   

    

    

    

    

  













 

 

where k  for  are satisfying in relation 
(9).  

1, 2,3, ,k   N

Remark 2.8: By relations (9), we may approximate 

k  for all  as follows: 1, 2,3, ,k   N

i   
1

m

k ki i
i

v x f x 


            (18) 

Moreover, note that   and   must be sufficiently  

small numbers and points 
1

,i

i i
s

m m

  
 

,   1,2, ,i m 

can be chosen as arbitrary numbers. 
Remark 2.9: Note that if ig ,  be optimal 

solutions of problem (17), then we have 
1, ,i   m

 d if s giGF   
for . 1, ,i m 

In next section, we evaluate the GFD of some smooth 
and nonsmooth functions using our approach 

3. Numerical Examples 
 
In this stage, we find the GFD of smooth and nonsmooth 
functions in several examples using problem (17). Here 
we assume 0.01,      and  20,N  99m 

0.01is i  for all 1,i ,99  . The problem (17) is 
solved for functions in these examples using simplex 
method (see [19]) in MATLAB software.  

Remark 3.1: Note that functions  .f  in these ex-
amples haven’t lipschitz or convexity property. Thus we 
don’t use of pervious approaches and methods for ob-
taining an approximate derivative of function  .f , 
while with using our approach, we get it. 

Remark 3.2: We attend that in our approach points in 
 0,1  are selected arbitrarily, and with selection very of 
these points, we can cover this interval. Thus this is a 
global approach, while the previous approaches and 
methods act as locally on a fixed given point in  0,1 .  

Example 3.1: Consider function  
    2

exp 0.5f x x    on interval 
smooth function. The function  
is illustrated in Figure 1. Using problem (17), we obtain 
the GFD of this function which is shown in Figure 2. 

 0,1
exp 

 which is a 
    2

0.5f x x 

Example 3.2: Consider function   2 1 0.5f x x    
on interval  0,1

0.25
 which is a non-differentiable function 

in point ix i  for 1,2,3i  . The function  
  2 1x   0.5f x  is illustrated in Figure 3. We ob-

tain the GFD of function  .f  by solving problem (17) 
which is shown in Figure 4.  

Example 3.3: Consider function    cos 5πf x x  
on interval  0,1  which is a non-differentiable function  

in point 
2i 1

10ix


 for any . The function  1,2, ,5i  

   cos 5πf x  x  and the GFD of this function are 
shown in Figures 5 and 6 respectively. 
 

 

Figure 1. Graph of      2
exp 0.5f x x  . 
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Figure 2. Graph of  .dGF f  for Example 3.1. 

 

 

Figure 3. Graph of    2 1 0.5f x x   . 

 

 

Figure 4. Graph of  .dGF f  for Example 3.2. 

 

Figure 5. Graph of     cos 5πf x x . 

 

 

Figure 6. Graph of  .dGF f  for Example 3.3. 

 
4. Conclusions 
 
In this paper, we defined a new generalized first deriva-
tive (GFD) for non-smooth functions as optimal solution 
of a functional optimization on the interval [0,1]. We 
approximated this functional optimization problem by a 
linear programming problem. The definition of GFD in 
this paper has the following properties and advantages: 

1) Here, the obtained GFD For smooth functions is the 
usual derivative of these functions.  

2) In our approach, using GFD we may define the de- 
rivative of continuous nonsmooth functions which the 
other approaches are defined usually for special func-
tions such as Lipschiptz or convex functions. 

3) Our approach for obtaining GFD is a global ap-
proach, in which the other methods and definitions are 
applied for one fixed known point. 
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4) Calculating GFD by our approach is easier than 
other available approaches. 
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