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Abstract 
This work proposes the adoption of Autonomic Computing System (ACS) in 
Cloud environment. ACS was first introduced by IBM to create systems capa-
ble of managing automatic self-configuration, self-healing, self-optimization 
and self-protection. These systems detect errors that cause failure, and then 
recover and reconfigure itself. The concept is wildly adapted by many soft-
ware applications that have many restoring and recovery functionality such as 
operating systems (e.g. Windows Server 2012). This paper proposes a cloud 
ACS (CACS) for cloud computing environment that monitors, diagnoses, 
checks and heals cloud applications automatically and immediately with al-
most unnoticeable recovery time. In order to evaluate CACS, an application 
has been developed and applied for real time cloud applications. The results of 
different experiments scenarios demonstrate the ability of adopting the pro-
posed system to heal well cloud applications. CACS is also compared with 
Windows Server 2012 operating system in terms of healing ability, speed, cost, 
methodology and other informative information. CACS showed domination 
in almost all of these properties. 
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1. Introduction 

The wide and fast spread of Internet motivated large number of companies to 
adopt the cloud solution and offer their services and business online, i.e. through 
the World Wide Web (WWW). This wide spread requires more research to be 
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developed to handle this quota of cloud applications in order to manage and 
self-heal themselves. ACS was first proposed by IBM in 2007 [1]. ACS includes 
the ability of the application to recover itself by detecting any fault or unex-
pected authorized and unauthorized changes on applications’ files. Cloud ACS 
(CACS) applications require a 24/7 auto-monitoring of the applications as well 
as a fast recovery mechanism that keeps the online functionality and service of 
applications offered to customers available all the time. The importance of de-
veloping fast CACS is motivated by the effect that may occur to business appli-
cations and the need to avoid any intermission of these running applications 
even for a short period of time. For example, an online business such as a bank 
may lose customers’ trust and lose financially if any customers-related applica-
tion stopped functioning for just few hours. Many factors may affect online ap-
plications and cause them to stop as mentioned by Qin et al. in [2]. These factors 
may be either internal or external. Viruses and worms for example are consid-
ered internal factors that may affect the server that hosts the applications; how-
ever, we will not consider internal factors in this paper. On the other hand, the 
external factors include many attackers that attack the application and change 
the content of cloud files for different reasons, including the use of different 
methods such as xss, sql injection [3]. 

In cloud environment, the application on hosting cloud server could face 
many problems including the deletion, replacement or modification of a com-
ponent. The risk of having one of these three problems is very high. For in-
stance, when an attacker replaces an application component by another one that 
functions in the same way as the original one but has minor changes, it could (as 
an example) allow the attacker to steal credit card information which will cause a 
serious problem for both customers and owners. Most online cloud applications 
owners do not perform tests to check if the component has been changed or not; 
this is due to the complex architecture of this kind of applications and the lack of 
knowledge at the owner level. This paper proposes a solution to such problem 
and many others by applying CACS that has the functionality of self-healing, 
self-monitoring, self-diagnosis and self-recovering to keep the cloud application 
in good health! 

Software systems have many anomalous conditions that appear among the 
components of software systems. To handle such situations the software archi-
tecture for this purpose has been splitted into two layers: functional layer and 
healing layer. This type of software systems provides software with many capa-
bilities [4]. 

Some authors introduce architecture for hybrid software models which com-
bine “endogenous” and “exogenous” approaches [5] where the architecture of 
the multi-agent system flexibly allows agents to adapt the changes in behaviour 
of the context providing a cooperative adaptation in the system. 

This research, mainly focuses on techniques for “self-healing” cloud applica-
tions from functional failures by automatically detecting failures, diagnosing 
faults, and healing these applications to behave and run as supposed to before 
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the failure happens. 
To evaluate CACS mechanism, we perform a black box testing on the tested 

software considering the whole cloud application files as one component. The 
main goal is to ensure that this component runs well and has not been acciden-
tally or intentionally changed when compared with the original file. CACS en-
sures that all software components remain the same, without any modifications 
or changes by any other external authorized and unauthorized effect and to en-
sure that these components have not been omitted or deleted from the server 
and that the application’s directory does not contain any injected or added files. 

Our research suggests the existence of a system that analyzes the content of 
the released application components, a mechanism for monitoring the applica-
tion, a mechanism for diagnosing and detecting of failure and a healing mecha-
nism that brings back the software to its healthy status.  

The major contribution of this paper is to define an automatic mechanism for 
cloud applications fault recovery despite the cause of the fault. In summary the 
research defines a mechanism for an external self-healing software application 
that monitors, diagnoses and detects a failure automatically and efficiently. The 
development and implementation of CACS considered a framework that man-
aged cloud application files regardless of their programming language. We also 
provide an experimental result that demonstrates the efficiency of the proposed 
system. 

The reset of this paper is organized as follows: Section two presents related 
work on ACS, and the mechanisms that are used for recovering different appli-
cation; Section three presents a full description of the proposed system; Section 
four demonstrates the evaluation experiments and discusses their results; and 
finally Section five provides the conclusion and future work. 

2. Related Work 

A framework for runtime monitoring and recovery of cloud service conversa-
tions is proposed by Simmonds et al. [6]. An improved development environ-
ment of self-healing software to show the capabilities of self-managing was pro-
posed by Park et al. [7]. A hybrid approach for self-management that combines 
an endogenous self-adaptation approach with an exogenous self-healing ap-
proach was proposed by Weyns et al. [8]. A framework that helps in monitoring 
and testing scalability of cloud applications on the cloud was proposed by Vasar 
et al. [9]. A novel and simple approach for securing access to sensitive content 
on the cloud and web environment where the content of sensitive data is protec-
tion of the content is proposed by Zohrevandi et al. [10].  

Athanasopoulos et al. [11] proposed an approach for mining service abstrac-
tions, based on an agglomerative clustering algorithm. Their experimental find-
ings suggest that the approach is promising and can serve as a basis for future 
research. Newsome et al., [12] a system for software with self-diagnose and self- 
monitor, the main concern was to make the system recover and heal from dif-
ferent attacks and vulnerabilities, he wanted to make a better root with self- 
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healing property. They classified the process into two layers: healing layer and 
functional layer, by the inspiration of the human biology characteristics and 
methods to make benefit of the normal biological process (i.e. wound healing) 
[13]. An overview of the existing approaches that focus on the self-healing 
branch of the research was proposed by Harald et al. [14]. The importance of 
communication in self-healing and how its failure affect the recovery and heal-
ing of the software, was illustrated by using the architectural model of Dab-
rowski et al. [15]. An approach of inserting a self-healing mechanism in compo-
nents that are specified according to a state chart and whose implementations 
also offer the possibility to act on them in terms of state; i.e. forcing the compo-
nent to some state and rolling back one transition was proposed by Elkorobar-
rutia et al. [16]. Self-recovery is very essential in the world of continuous attack. 
Its importance came into existence due to the good efforts it offers as an auto-
matic method; without human interaction; to recover information and data and 
offer a security level for interrupted services; this model was proposed by Anand 
et al. [17] to detect and recover failure. 

3. Proposed System for Cloud Autonomic Computing System 
(CACS) 

CACS consists of automatic exterior healing system that monitors cloud files 
and manage to maintain it unchanged at 24/7 working rate. The proposed sys-
tem apply black box testing concept to verify the stability of the cloud applica-
tions files. Hence there is no need to examine neither the internal code nor the 
flow of its internal functions; rather than that CACS conceders the clouds appli-
cation files as one component and test its characteristics such as the existence of 
the component, file size, hash key, creator and its correct location path. The sys-
tem monitors, diagnoses and recovers the cloud application files immediately at 
the time of the external or internal effect that could cause any unexpected 
change. In order to achieve that the proposed system were designed with three 
main phases and have a life cycle run to guarantee the full time running of the 
cloud files.  

Figure 1 demonstrates the three main phases of CACS: phase 1: pre-healing, 
phase 2: healing process and phase 3: post healing. The following subsections 
describes in details their main structure and functionality. 
 

 
Figure 1. CACS main phases. 
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3.1. Phase 1: CACS Pre-Healing 

Pre-healing phase is the initial phase that prepares the system for the healing 
phase. Starting by initializing the system and goes throw building the CACS da-
tabase. After that the cloud application files (cloudsite) were identified and 
backup copies were created. The Pre-Healing phase also consists of running the 
implemented system settings for the first time to determine and select the spe-
cific folder for the cloud application to monitor and sets the initial parameters 
needed.  

This phase also analyse the cloudsite files by gathering information such as: 
the file size, date of creation, manufacturers of the file and the hash key. The 
output of the released application is the input of the self-healing phase. As 
shown in Figure 2, the output component is mainly the cloud applications files 
and other files such as the assemblies of the bin folder.  

Moreover, this phase includes building a database that stores all the informa-
tion’s about the cloud application that results from the analysis step, containing 
the major and necessary information for the diagnosis process. The aim of using 
a database is to keep a fast and organized method for diagnosing and referencing 
cloud application components for any time in order to access a review or make 
diagnosis. The phase also comprises creating a copy of original components of the 
cloudsite to be reused later in the healing phase. This copy will be compressed 
and stored in a separated directory specified by the CACS system and not on the 
published cloud directory. The CACS system is independent programming lan-
guage; this enhance the system with the capability of analysing any type of cloud 
application files in any programming language such as PHP, ASP, HTML, etc. 
Figure 2 illustrates a flowchart for CACS steps in Pre-Healing Phase. 

3.2. Phase 2: CACS Self-Healing 

This phase consists of four basic processes; it starts by monitoring and ends by 
fixing process. Figure 3 illustrates the four main processes for CACS Self-Healing. 

The first step in phase 2 is monitoring. In which the system observe the 
cloudsite component’s (files) for 24/7, This includes tracking all the cloud ap-
plication components as well as the cloudsite folder for any changes detected, 
including the deletion, replacing, modification and addition of any new compo-
nent to the cloud directory folder. 

The second step in phase 2 is comparing. This step conduct a deep compari-
son between the monitored components and the status record stored in the da-
tabase by the analysis phase. As mentioned previously, the database contains full 
details of all components of the cloud application that are required for the diag-
nosis. The result provided by this step will be the input of the diagnosis step.  

The third step in phase 2 is diagnosis. This step a decision will be made 
whether to make an action or not, by mean if the system needs to be healed or 
not (i.e. it is in good health). In this step a solution to the system will be required 
and a suggestion if the system is infected or becomes in faulty state or in a good 
health.  
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Figure 2. CACS pre-healing procedure flowchart. 

 

 
Figure 3. CACS self-healing processes. 
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The fourth step in phase 2 is fixing. It is the process of restoring the original 
component of the system and replacing or compensating the affected compo-
nent in order to maintain the system in a good health. In this step the solution to 
the problem suggested by the diagnosis step is applied; when a fault is detected, 
the latest saved copy of the application monitored will be restored to the cloud-
site directory. The restoring is triggered by detecting a change. This process will 
take only few seconds before the application can restart online and became 
available again for the users. The changes along with the healing event will be 
stored in the database for further analysis and the process is automated. 

To take a deep look at CACS self-healing, we present a full details flowchart 
for the mechanism in Figure 4. 

3.3. Phase 3: CACS Post-Healing 

After the healing process ends, the post healing phase starts. Figure 5 shows the 
three steps involved in this phase: storing changes in the database, storing af-
fected component and analysing reasons, and updating all cloud application 
components. 
 

 
Figure 4. CACS self-healing flowchart. 
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Figure 5. CACS post-healing processes. 

 
The first step in phase 3 is storing change in the database. This process re-

cords all the information that has been done in the healing process including 
storing the date and time of healing and the component that has been restored. 
Storing this information will give the administrator a clear summary about the 
history of the application after releasing it.  

The second step in phase 3 is storing affected component and analysing 
reasons. If the healing process resulted from a change in the component itself 
either for any of the mentioned reason then keeping this file will give us indica-
tor about the reason that caused the fault and this will help the application de-
velopers to avoid such situations and to enhance or develop mechanisms to up-
date the software or the server so that it can face such cases. For example, if the 
reason for a change was due to an illegal access to the server, then a certain pol-
icy could be in effect but if the change was due to a virus then the server should 
act by clearing the virus itself.  

The third step in phase 3 is updating all cloud application components. The 
analysis process is an important step to maintain a future enhanced healthy 
cloud application because of the previously mentioned reasons and due to the 
fact that the analysis process results can be used to enhance and update the cloud 
application itself, and in the case of distributing the application to may servers, 
the updated component can be distributed to other servers as a precaution to 
avoid been infected by the same way. 

CACS healing involves the following cases: 
• Deletion of a component that causes the system to fail to run 
• Change of a component by external factor either human or non-human 
• Original component replacing  
• Addition of external component to the software folder  

CACS dynamically modifies the cloudsite to correct the failure. The changes 
that have been made will be stored to be analysed in the future by the system 
administration. However if the same fault is frequently repeated this may indi-
cate the need to analyse the stored information’s about the recovery processes 
that has been made to the affected components.  

Analysing the changes along with the results of checking the diagnosis and 
monitoring will provide a good indicator about the reasons that cause the system 
failure. It also gives a brief overview about the main causes and their indicators. 
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By defining the reason the system administrator can find an appropriate solution 
to handle the problem for good. 

4. Evaluation 

A research method or tool has more chances to be transferred to practitioners if 
its usefulness is investigated through empirical user studies [18]. In order to 
evaluate the usefulness of the research presented in this paper an empirical test 
has been conducted. This section evaluates the ability of CACS to recover from 
different modifications and unauthorized changes to the files of the cloud appli-
cations. In order to do that the following research questions were and then dif-
ferent scenarios have been made to illustrate each case: 
• What advantages can we get when using CACS to heal cloud applications 

that are affected by different performance scenarios? 
• What is the time of heal using CACS when compared with other healing ap-

proaches? 
There are three sources that might affect the cloudsite components: 
1) external non-human factors 

• virus  
• Worm 

2) software 
• defect in the components 
• conflict with other software 
• operating system related 

3) external human factors 
• attacker  
• spy 
• fraud 

To evaluate the proposed approach we need to evaluate the effectiveness and 
the ability of the proposed system to recover from any different failure causes. 
To this reason four experimental scenarios were tested: deletion of a file, moving 
of a file, replacement of a file and editing a file. We initialized the implemented 
auto cloud application monitoring system and selected the cloud application di-
rectory to be monitored. CACS will analyse the cloudsite directory and build the 
database; see Figure 6. The second phase of the experiment will test the effec-
tiveness of the system to heal the deletion case by executing the application and 
after that a file will be deleted from the cloud directory. To test the effectiveness 
and performance of the system in detecting the problem of replacing a compo-
nent, we created a file name with the same name and extension of a specific file 
on the cloud application directory. For testing the final case of editing a compo-
nent, we considered manual modification of the component and this is the hu-
man modification.  

In Figure 7, we illustrated a full description of all the transactions collected. 
All transactions are sorted in descending order according to date and time. More 
description of Figure 7 is furnished in the three subsequent sections. 
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Figure 6. Analysed cloud application directory. 

 

 
Figure 7. Transactions description. 

4.1. Scenario1: Deletion of a Component 

CACS responds to this case by restoring the deleted file from the original copy 
that has been prepared in the initialization stage. CACS records the problem in 
the database including the time, date, type of problem and the name of the file 
that was deleted and replaced see Figure 7, line 5. CACS was very efficient to 
recover different cloud application component extensions that were tested in-
cluding PHP, HTML, ASPX, DLL, and CSS. Figure 8 shows the flowchart for the 
recovery process. 

4.2. Scenario 2: Replacement with Similar Component  

CACS responds to this case by deleting the full directory of the cloud application 
and restoring the original copy of the cloudsite that has been prepared in the 
initialization stage. CACS records the problem in the database including the 
time, date, and type of problem and the name of the file that was replaced and 
recovered; see Figure 7, line 7. Again, CACS was very efficient to recover dif-
ferent cloud application component extensions that were tested including PHP, 
HTML, ASPX, DLL, and CSS (Figure 9). 

4.3. Scenario 3: Modifying a Component 

CACS responds to this case by deleting the full directory of the cloud application  



R. M. H. Al-Sayyed et al. 
 

283 

 
Figure 8. Recovery from Deletion. 

 

 
Figure 9. Recovery from replacement.  
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and restoring the original copy of the cloudsite that has been prepared in the 
initialization stage. CACS records the problem in the database including the 
time, date, and type of problem and the name of the file that was recovered see 
Figure 7, line 4. Also, CACS was very efficient to recover different cloud appli-
cation component extensions that were tested including PHP, HTML, ASPX, 
DLL, and CSS (Figure 10). 

4.4. Measuring the Time Required to Heal a Process 

In this experiment, we added cloudsite files of size 10 g and then we deleted 5 m 
of the file as shown in Table 1. The aim of the experiment is to measure the time 
needed to heal the system and compare it with windows server system restore. 

Since the CACS heals by recovering the cloudsite files (components) and not 
the full system restore or recovery, we notice that windows system restoration 
works by restoring all files in windows server 2012. This took about 2400 second 
while in CACS took only 5 seconds; this clearly makes the CACS a better choice. 

In Table 2, we listed an exhaustive comparison between healing using CACS 
and Microsoft Windows Server 2012 healing system; this is to give a clear picture 
about the benefits of employing CACS for complex environments such as cloud.  
 

 
Figure 10. Recovery from modification.  
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Table 1. Comparison of CACS with windows system restore [windows server 2012]. 

Method Size on server Size of cloudsite files Time for healing 

CACS 12 g 10 m 5 seconds 

Windows server 2012 12 g 10 m 40 × 60 (2400) seconds 

 
Table 2. Comparison between the proposed system (CACS) and Microsoft Windows Server 2012. 

Criteria 
Microsoft Windows  

[System Restore] 
Proposed system 

(CACS) 
Antivirus Firewall Spyware 

Reinstall the 
cloud server 

Recover error resulting from  
deleting software component 

Yes Yes No No No Yes 

Heal Replaced component  
that has same functionality 

No. Yes No No No Yes 

Heal at run time No Yes Yes No Yes No 

Generate reports of the  
diagnosis of the problem  
and the healing process 

Yes Yes Yes Yes Yes No 

Store the affected component  
for future analysis 

No Yes Yes No Yes No 

Methodology of repairing 
Operating system  

dependent 

Automatically Compares, 
analyses, diagnoses and  

heals the cloud application 
files; it returns the file to  

its original state similar to  
the manufacturer from  

the backup files 

Only files 
changed by 

virus signature 
or worms 

No repairing 

Only files 
changed by 

virus signature 
or worms 

Install  
fresh new  
operating  

system 

State of the healing 
To a specified  
restore point 

To the manufacturer  
state either the original  

or with updates 
No healing No healing No healing No healing 

Level of recovery Full restore Per file Per file No recover y Per file Full 

Speed of recovery 
Relatively slow  
at least 10 min 

Fast less than 1 min  
(recover only the  

affected file) 
No recovery No recovery No recovery 

Relatively  
slow at least  

20 min 

 
As can be inferred from Table 2, CACS dominates all the properties; the table 

is a strong evidence that CACS is better Microsoft Windows system in terms of 
healing ability, speed, cost, methodology, and other informative information. 

5. Conclusions and Future Work 

Integrating self-healing approaches into cloudsites introduces a very efficient 
improvement for the cloudsites performance. Many companies tried different 
methods and approaches that aim at reducing the cost and time needed for the 
rerun of the cloudsites after failures and tried to build a software system that has 
the ability to heal itself. This research presents CACS, an approach for self- 
healing cloudsites, CACS monitors the software for 24/7 duration and it has the 
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ability to capture continual information about the specific cloudsite compo-
nents that are being monitored. Our experimental results show the efficiency of 
CACS in detecting failures and errors and efficiency in healing them. 

As a future work, we hope that our work may inspire biological software en-
gineering processes aiming to improve the self-learning of the proposed ap-
proach and to generalize the concept to self-learning and self-adaptation. 
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