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Abstract 
The authors propose new Bayesian models to obtain individual-level and 
time-varying regression coefficients in longitudinal data involving a single 
observation per response unit at each time period. An application to explore 
the association between customer satisfaction and shareholder value is in-
cluded in the paper. The Bayesian models allow the flexibility of incorporating 
industry and firm factors in the context of the application to help explain var-
iations of the regression coefficients. Results from the analysis indicate that 
the effect of customer satisfaction on shareholder value is not homogeneous 
over time. The proposed methodology provides a powerful tool to explore the 
relationship between two important business concepts. 
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1. Introduction 

Fong, Ebbes and DeSarbo [1] have proposed a heterogeneous Bayesian regres-
sion model in 2012 that enables the estimation of individual-level regression 
coefficients in cross-sectional data involving a single observation per response 
unit. This paper extends their work to deal with longitudinal data by developing 
Bayesian models that provide individual-level and time-varying regression coef-
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ficients. As an application, the proposed Bayesian models are used to investigate 
the relationship between customer satisfaction and shareholder value. Note, it 
has been one of the fundamental findings of marketing theory that customer sa-
tisfaction will benefit firm performance [2]-[11]. Therefore, it is of tremendous 
interest to explore the potential dynamic and heterogeneous natures of the asso-
ciation between customer satisfaction and shareholder value.  

Some scholars have recently started to investigate whether the effect of cus-
tomer satisfaction on shareholder value is homogeneous across all firms/indus- 
tries. Several studies reported that the effect of customer satisfaction on share-
holder value is heterogeneous across all firms/industries. The authors of those 
studies performed regression analysis assuming individual-level regression coef-
ficients and their results indicated that there were substantive differences on the 
coefficients from industry to industry [12] as well as from firm to firm [12] [13] 
[14]. The effect of customer satisfaction was quite significant to some firms/in- 
dustries, while it was less valuable or even ignorable to the others, such as the 
hospitality and tourism industry [11]. However, few studies have examined 
whether the relationship is temporally labile. Indeed, a common underlying as-
sumption is that the relationship is time-invariant. Yet, it is plausible that the 
relationship shifts over time. Thus, this reveals an imperative need for develop-
ing a model that allows for cross-sectional heterogeneity and temporal dynamics 
simultaneously.  

The proposed Bayesian models provide individual-level and time-varying re-
gression coefficients which also allow the incorporation of firmographic va-
riables to help explain variations in the coefficients. Graphically speaking, when 
fitting an aggregate-level regression model, as shown in Figure 1(a), there is on-
ly one common regression coefficient for all firms over time, ignoring either in-
dividual heterogeneity or dynamics. The Bayesian random-effect model (e.g., [15] 
[16]) can be used to obtain individual-level coefficient estimates but it assumes 
that the coefficient for each individual firm is constant over time, as shown in 
Figure 1(b). Liechty, Fong, and DeSarbo [17] attempt to address this issue by 
modeling each of such coefficients as the sum of an aggregate-level time-de- 
pendent coefficient and an individual level random coefficient. Yet, their as-
sumption may be restrictive because the pattern of variation for the coefficients 
over time is then the same for all firms; in other words, their model is applicable 
only when the pattern as depicted in Figure 1(c) is assumed to hold. Clearly, it 
does not allow the regression coefficients for different firms to vary differently 
over time as shown in Figure 1(d), which is a more general case. Note that De-
Sarbo et al.’s model proposed in 2012 [18] allows individual level and time vary-
ing regression coefficients but their model lacks flexibility in that impact of firm 
and industry factors on the association cannot be easily incorporated. In this 
paper, two heterogeneous Bayesian regression models are developed to investi-
gate the association between customer satisfaction and shareholder value which 
can articulate the dynamic heterogeneity as shown in Figure 1(d). Also, the 
proposed Bayesian models are flexible which allow the incorporation of industry  
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Figure 1. Different models on the relationship between customer satisfaction and share-
holder value1. 
 
and firm factors to help explain variations of the association. 

In short, this study aims to develop new heterogeneous Bayesian regression 
models to explore the relationship between two important business concepts, 
namely, customer satisfaction and shareholder value. The findings can be useful 
to firms in plotting their own marketing strategies. The remainder of this paper 
is organized as follows. Section 2 describes how the data are collected and the 
operationalization of the measurements that are used in the study. Section 3 
presents a traditional regression analysis following the practice of previous lite-
rature. Section 4 presents the proposed Bayesian models in details. Section 5 
summarizes the model results as well as findings. Section 6 concludes with a 
discussion and possible extensions of the proposed models. 

2. Data and Measures 

We collect a longitudinal data set (from 1998 to 2007) from multiple archival 
sources to perform our empirical study. For the measure of customer satisfac-
tion (SAT), we use the American Customer Satisfaction Index provided by the 
ACSI database, which has been successfully employed by a growing body of 
marketing researchers (e.g., [12] [19] [20]). This index is reported on a 0 to 
100 scale. Given a time lag was found previously between customer satisfac-
tion and its influence on shareholder value in several studies [20] [21], we 
actually employed the American Customer Satisfaction Index from 1998 to 
2006 in the study while shareholder values were collected from 1999 to 2007. 
Also, consistent with previous studies, we removed utilities firms as well as 
privately held companies from our data [20]. The final data set then contains 
70 firms with 630 observations of customer satisfaction measurements. 

 

 

1This relationship is illustrated as beta in the figure. 
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Consistent with the literature, we select Tobin’s q [22] to measure shareholder 
value for the 70 firms. Note that, with the advantage of being forward-looking 
and comparable across industries, Tobin’s q receives wide acceptance in the 
economics and finance literature. We employ the method given in Chung and 
Pruitt’s paper [23] to compute Tobin’s q at the annual basis, using data from 
COMPUSTAT from 1999 to 2007. We take the natural logarithm on Tobin’s q, 
denoted by ( )lnQ q= , to eliminate a violation of normality assumption in our 
subsequent analysis.  

In addition, we include a number of firm and industry factors to help explain 
the variation in the customer satisfaction and shareholder value association. For 
firm factors, following Morgan and Rego’ work in 2006 [20], we obtain measures 
on firm asset (AS), firms’ relative advertising intensity (AD) and Research and 
Development intensity (RD) using data from COMPUSTAT. Here firm asset is 
used as a proxy for firm size, which represents possible scale economies that may 
impact firm performance. Firms’ advertising and R&D intensities are computed 
by dividing advertising and R&D expenditure, respectively, by sales. To capture 
industry dynamism, we consider market concentration and demand growth in 
our analysis. The widely used indicator, Herfindahl-Hirschman index (HHI), is 
chosen as the measure of market concentration [12] [20] which is calculated as 
the sum of the squares of all suppliers’ market shares in an industry. We use the 
4-digit SIC code available from COMPUSTAT to categorize the industries. The 
value of HHI is then scaled to lie between zero (less concentrated) and one 
(highly concentrated). Finally, following Morgan and Rego [20], we compute the 
average 12-month growth in industry sales as a measure of demand growth 
(DG). The operationalization of various measures is given in Appendix A. 

The descriptive statistics for the variables in our data set for each of the nine 
years are presented in Table 1. Aside from Q, the explanatory variables are on 
very different scales. For example, the mean of AS is approximately 10, but the 
mean of AD is only around 0.05. To eliminate the possibility that the effects of 
smaller-scaled variables are obscured by larger-scaled variables, we standardized 
all explanatory variables in our study. 

3. A Traditional Analysis 

Following the literature (e.g., [12] [20]), we first postulate an aggregate-level re-
gression model using data from our data set to study the association between 
customer satisfaction and shareholder value. We specify the following model: 

, 0 1 , 1 2 , 1 3 , 1 4 , 1

5 , 1 6 , 1 ,         
i t i t i t i t i t

i t i t i t

Q SAT AS AD RD
DG HHI

β β β β β

β β ε
− − − −

− −

= + + + + +

+ + +
           (1) 

where  
• Qi,t (logarithm of Tobin’s q) denotes the shareholder value for firm  

, 1, ,i i N=  , in year , 1, ,t t T=  ,  
• SATi,t−1 denotes customer satisfaction measured by American Customer Sa-

tisfaction Index (ACSI) for firm i in year t − 1, 
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Table 1. Descriptive statistics of variables in the data set. 

       Year (t) 
Variable 

1999 2000 2001 2002 2003 2004 2005 2006 2007 

q (t) 
Mean 1.89 1.65 1.50 1.32 1.41 1.42 1.34 1.50 1.51 

SD 1.59 1.35 1.16 1.01 1.00 .98 .93 1.21 1.59 

SAT  
(t − 1) 

Mean 76.15 75.64 76.69 76.37 77.00 77.33 77.27 76.89 77.83 

SD 6.28 6.88 6.97 7.07 6.24 6.09 6.24 7.04 6.84 

AD  
(t − 1) 

Mean 0.05 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.05 

SD 0.05 0.05 0.04 0.04 0.04 0.04 0.04 0.05 0.07 

RD  
(t − 1) 

Mean 0.06 0.05 0.05 0.06 0.07 0.07 0.07 0.06 0.07 

SD 0.09 0.07 0.07 0.08 0.10 0.10 0.10 0.08 0.10 

AS (t − 1) 
Mean 9.65 9.76 9.83 9.92 9.96 10.01 10.05 10.11 10.19 

SD 1.44 1.45 1.47 1.46 1.46 1.49 1.55 1.54 1.55 

DG  
(t − 1) 

Mean 0.07 0.07 0.02 −0.01 0.01 0.03 0.05 −0.02 0.07 

SD 0.14 0.08 0.12 0.09 0.16 0.26 0.22 0.14 0.12 

HHI  
(t − 1) 

Mean 0.19 0.20 0.20 0.21 0.22 0.23 0.23 0.24 0.24 

SD 0.15 0.16 0.16 0.16 0.16 0.18 0.19 0.21 0.21 

 
• ASi,t−1 denotes firm asset for firm i in year t − 1,  
• ADi,t−1 denotes firm i’s relative advertising intensity in year t − 1, 
• RDi,t−1 denotes firm i’s relative Research and Development intensity in year 

t − 1, 
• DGi,t−1 denotes demand growth for firm i in year t − 1, 
• HHIi,t−1 denotes market concentration for firm i in year t − 1,  
• β0 denotes intercept, 
• 1 6, ,β β  denote corresponding regression coefficients, 
• ɛi,t denotes the error term which follows a Normal distribution. 

Table 2 summarizes the model results. As expected, the estimate of the regres-
sion coefficient of SAT is significant and positive, consistent with findings from 
similar studies in the literature. We have also analyzed the data on a yearly basis 
for each of the nine year. We obtain significant regression results for each year 
with R2 ranging from 0.289 to 0.476 and estimates of the regression coefficient of 
customer satisfaction ranging from 0.132 to 0.225. These results further confirm 
an overall positive relationship between shareholder value and customer satisfac-
tion. 

4. The Proposed Bayesian Models 
4.1. The Heterogeneous Bayesian Regression Model 1 (HBRM1) 

To investigate the dynamic relationship between customer satisfaction and 
shareholder value, we first consider a Bayesian version of the aggregate-level re-
gression model but in a more general form, assuming that: 

, , ,0 , ,1 , 1 , ,i t i t i t i t i tQ SATβ β ε−= + +                      (2) 



D. K. H. Fong et al. 
 

41 

Table 2. Results of the aggregate regression analysis. 

 Coefficient Estimate SE t value 

Intercept 0.108*** 0.026 4.148 

SAT 0.182*** 0.029 6.225 

AD 0.009 0.029 0.298 

RD −0.090*** 0.030 −2.981 

AS −0.339*** 0.031 −11.093 

DG 0.031 0.027 1.157 

HHI 0.231*** 0.029 7.984 

R2 0.372 

F-statistic 61.380*** 

df (6, 623) 

***p < 0.01. 

 
and for j = 0, 1, 

, , ,0 ,1 , 1 ,2 , 1 ,3 , 1i t j j j i t j i t j i tAS AD RDβ − − −= ∆ + ∆ + ∆ + ∆             (3) 

where ,1 ,5, ,j j∆ ∆
 denote the impact coefficients of the various firm and in-

dustry factors on the customer satisfaction and shareholder value association 
and ,0j∆  is the intercept. Note that, when , , 0i t jδ = , Equations (2) and (3) can 
be combined to yield an aggregate-level regression model with common regres-
sion coefficients across all firms. 

For ease of presentation, we rewrite the model (HBRM1) specification in ma-
trix notations. Let Xit be a column vector with one as the first element and the ith 
firm’s customer satisfaction score (SAT) at time t − 1 as the second element: 

,it it it itQ X β ε′= +                           (4) 

,it it itZβ δ= ∆ +                           (5) 

where Zit is a K × 1 vector of firm and industry factor values at time t − 1 with 
the first element set at 1, and Δ is a J × K matrix of impact coefficients. The error 
terms ɛit and δit are independent and normally distributed with ɛit~ N(0, σ2) and 
δit~NJ(0, Σ). In particular, we let Σ = σ2C which is commonly assumed in Baye-
sian dynamic linear models [24]. Note that, when there is only 1 observation per 
firm (T = 1), this model reduces to the one considered in Fong, Ebbes and De-
Sarbo’s work in 2012 [1]. To complete the model specification, we assume the 
conventional proper priors for the following parameters: 

( )2 ~ Gamma , ,p qσ −                        (6) 

( )1 ~ , ,JW ν−C V                          (7) 

( ) ( )vec ~ 0, ,JKN∆ γ                        (8) 

where Gamma(p,q) represents a Gamma distribution with mean pq and variance 
pq2, WJ(ν,V) denotes a Wishart distribution with mean νV, and vec(Δ) converts 
Δ into a vector by stacking the rows of Δ on top of one another. 

With proper priors, the joint posterior distribution is proper and one can ob-
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tain posterior estimates of various parameters of interest. An efficient Gibbs 
sampler is used to generate random deviates of the parameters iteratively and 
recursively from the full conditional distributions as listed below. Appendix B 
provides details of the derivation. 
• p(βit|all others) is a multivariate Normal distribution, for 1, ,i N=   and 

1, ,t T=  .  
• p(η|all others) is a multivariate Normal distribution, where η = vec(Δ). 
• p( 2σ − |all others) is a Gamma distribution. 
• p( 1−C |all others) is a Wishart distribution. 

4.2. The Heterogeneous Bayesian Regression Model 2 (HBRM2) 

In this model we allow impacts of firm and industry factors on the association 
between customer satisfaction and shareholder value to vary over time. Also, the 
error variances may vary over time. Therefore we proposed the following hete-
rogeneous Bayesian regression model (HBRM2): 

,it it it itQ X eβ′= +                         (9) 

,it t it it= +Z f∆β                        (10) 

where Δt is a J × K matrix of impact coefficients at time t. The error term eit fol-
lows N(0, 2

tσ ) independently and the error term fit follows NJ(0, Σt) indepen-
dently. Again, we let Σt = 2

t tσ C , where Ct is a scale-free matrix.  
As observations are taken over time, we assume the prior distribution of the 

time varying impact coefficients and variances at time t depends on the prior of 
the parameters at t – 1 as well as the previous observed data:  
• At Year 1 (t = 1), similar to HBRM1, we assume the following proper priors 

for the parameters: 

( )2
1 ~ Gamma , ,p qσ − ′ ′                      (11) 

( )1
1 ~ , ,JC W b− A                        (12) 

( ) ( )1 0 0vec ~ , ,JKN∆ Θη                     (13) 

• However, at subsequent years (t > 1), we use the posterior distribution of the 
parameters from time t – 1 as the prior distribution of the relevant parame-
ters at time t. Specifically, let { }, , 1, , ,i t it it it i tD Q −= X Z D  be the information 
known at time t for firm i, 1, ,i N=   and Di,0 be the information available 
at time zero, then the prior distribution of ( )1

2 , ,tt tCσ −
− Δ , is: 

( ) ( )2 1 2 1
1 , 1π , , , , , 1, , ,t t t t t t t i tp i Nσ σ− − − −
− −= = C C D∆ ∆        (14) 

where pt−1 represents the posterior distribution of the parameters at time t − 1. 
An advantage of this prior specification is that we only make a prior assumption 
at time t = 1 without the need of introducing further subjective prior input af-
terwards. Note that such derived priors are informative priors. In the special case 
where these parameters are not time varying, this model becomes HBRM1. 

We develop an MCMC algorithm to simulate random deviates of the parame-
ters iteratively and recursively from the full conditional distributions as listed 
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below. Details of the derivation are provided in Appendix C. 
• p(βit|all others) is a multivariate Normal distribution, for 1, ,i N=   and 

1, ,t T=  . 
• p(ηt|all others) is a multivariate Normal distribution, where ( )vect t= ∆η , 

for t = 1, ,t T=  . 
• p( 2

tσ
− |all others) is a Gamma distribution, for 1, ,t T=  . 

• p( 1
t
−C |all others) is a Wishart distribution for t = 1 but a non-standard 

probability distribution for 2, ,t T=  . 
We can generate random deviates directly from the full conditional distribu-

tions for βit, ηt, 2
tσ
− , 1, ,t T=  , and 1

1
−C . For 1

t
−C  (t > 1), the corresponding 

full conditional distributions are not standard probability densities, so we use 
the Metropolis-Hasting algorithm to generate the random deviates. More sam-
pling details are described in Appendix C. 

5. Results from the Bayesian Analysis 

We use an uninformative prior in our HBRM1 analysis by specifying p = 3, q = 1, 
γ = 10IJK, V = IJ, and ν = J + 10. Then, we use results from HBRM1 to specify 
priors at time t = 1 for HBRM2. To assess the effect of customer satisfaction on 
the shareholder value, we compute the posterior probabilities of the SAT coeffi-
cients (βi,t,1) being positive (cf., [25]). Figure 2(a) and Figure 2(b) show the 
posterior probabilities derived from the proposed models, respectively, where, 
for each year, firms are arranged in an ascending order of posterior probability. 
The figures clearly show that, given any year, not all firms have high probabili-
ties of possessing positive association between customer satisfaction and share-
holder value. Indeed, some firms have noticeable low probabilities suggesting a 
negligible positive association. Thus, it appears that customer satisfaction may 
not always have a significant positive effect on shareholder value for every firm.  

Figure 3(a) and Figure 3(b) show the posterior means of the SAT coefficient 
generated from the proposed models. We create a boxplot for each firm which 
contains its nine-year point estimates (posterior means). For the majority of the 
firms on average, as suggested by the positive posterior means, their customer 
satisfaction and shareholder value associations are positive. However, the esti-
mates of association for each firm are very different. The boxplots for some of 
the firms have large spread, indicating that the difference between the largest es-
timate and the smallest estimate over the span of study years is quite substantial. 
This observation backups our previous statement that the association between 
customer satisfaction and shareholder value is time varying.  

Figure 4(a) and Figure 4(b) show the boxplots of posterior means for each 
year under study, where each boxplot contains 70-firm point estimates. The 
spread of these boxplots is even larger than the ones in Figure 3(a) and Figure 
3(b), which indicates that the SAT coefficients are substantively different from 
firm to firm. Since the magnitude of the link between customer satisfaction and 
shareholder value varies across firms, the importance of customer satisfaction 
may be treated differently by different firms. 
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(a) 

 
(b) 

Figure 2. (a) HBRM1’s posterior probabilities of the SAT coefficient to be positive for the 
70 firms-arranged in an ascending order for each year; (b) HBRM2’s posterior probabili-
ties of the SAT coefficient to be positive for the 70 firms-arranged in an ascending order 
for each year. 

 
Table 3 presents the estimation results of proposed models, regarding the dy-

namic influences of industry and firm factors on the association between cus-
tomer satisfaction and shareholder value. More specifically, Table 3 provides 
point estimates of the impact coefficients on the association as well as the post-
erior probabilities of the impact coefficients being positive. Note that the two 
models yield consistent results. Based on the results of HBRM2, market concen-
tration (HHI) has a positive impact on the association over all 9 years from 1999 
to 2007 and that the posterior probabilities of the coefficients being positive are 
above 0.9 for all the 9 years. That is, the association between customer satisfac-
tion and shareholder value can be strengthened for firms in industries with 
higher market concentration consistently over time. In addition, the magnitude  
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(a) 

 
(b) 

Figure 3. (a) HBRM1’s boxplots of the 9-year SAT coefficient for each firm; 
(b) HBRM2’s boxplots of the 9-year SAT coefficient for each firm. 

 
of the impact differs over time which indicates the dynamic influence of HHI on 
the association. Similarly, asset (AS) has a positive impact but advertising inten-
sity (AD) has a negative impact on the association. However, there is not suffi-
cient evidence in support of an impact of R&D intensity (RD) or demand growth 
(DG) on the association.  

Finally, we compute log marginal likelihoods to compare the two Bayesian 
models. The values for HBRM1 and HBRM2 are −624.95 and −618.85 respec-
tively. This result suggests that HBRM2 is preferred over HBRM1 for the data 
that are being investigated in the study. 

6. Conclusions 

In this paper we propose new Bayesian models to investigate the dynamic and 
heterogeneous link between customer satisfaction and shareholder value. Our 
results suggest that customer satisfaction does not have a homogeneous positive 
effect on the shareholder value for all firms. Instead, the magnitude of the link 
varies across firms and changes over time. The inter-firm difference is in general 
larger than intra-firm temporal difference. In addition, we find that the association  
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(a) 

 
(b) 

Figure 4. (a) HBRM1’s boxplots of the 70-firm SAT coefficient for each 
year; (b) HBRM2’s boxplots of the 70-firm SAT coefficient for each year. 

 
Table 3. Bayes estimates of the impact coefficient of industry and firm factors on the re-
lationship between customer satisfaction and shareholder value. 

 HBRM1 
HBRM2 

1999 2000 2001 2002 2003 2004 2005 2006 2007 

Intercept 
0.21 0.21 0.21 0.22 0.22 0.21 0.21 0.22 0.22 0.22 

1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

AD 
−0.05 −0.05 −0.04 −0.04 −0.04 −0.04 −0.04 −0.04 −0.05 −0.05 

0.06 0.05 0.09 0.08 0.09 0.08 0.04 0.04 0.03 0.02 

RD 
0.01 0.01 0.01 0.02 0.02 0.02 0.02 0.02 0.01 0.01 

0.59 0.60 0.68 0.82 0.84 0.87 0.88 0.81 0.71 0.62 

AS 
0.04 0.05 0.05 0.06 0.06 0.06 0.06 0.05 0.05 0.05 

0.99 0.93 0.94 0.97 0.98 0.98 0.99 0.98 0.98 0.97 

DG 
−0.03 −0.03 −0.03 −0.03 −0.03 −0.03 −0.03 −0.03 −0.03 −0.03 

0.20 0.17 0.16 0.12 0.10 0.10 0.14 0.13 0.09 0.13 

HHI 
0.06 0.05 0.05 0.05 0.06 0.06 0.07 0.06 0.06 0.06 

0.93 0.94 0.93 0.95 0.97 0.98 0.99 0.99 0.98 0.99 

Note: Numbers in the two rows for each parameter in each year represent the posterior mean of the para-
meter and the corresponding posterior probability of the parameter being positive. Bold indicates probabil-
ity is over 0.9 or below 0.1. 
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between customer satisfaction and shareholder value is consistently streng-
thened over time for larger firms and firms in industries with higher market 
concentration, but weakened for firms with high advertising intensity. 

Methodologically, there are several advantageous features of the proposed 
models. First, our models provide individual level, time-varying estimates of the 
association. Without separating the part-worth into aggregate time dependent 
and static individual level components as in Liechty et al.’s model [17], the pro-
posed models are more general. Second, our models use industry and firm fac-
tors to help explain the variation on firm heterogeneity and time dependent 
part-worths. The impact of these factors is also allowed to be time varying in 
HBRM2, which means more flexibility in modeling. Third, by treating the joint 
posterior distribution of the parameter in the previous time period as the prior 
distribution of the parameters in the current time period, our proposed HBRM2 
model requires prior specification at time t = 1 only without the need of intro-
ducing further subjective prior input afterwards.  

Future work may include extensions of the method to handle different types 
of data such as panel choice data and extensions to include more complicated 
structure like an autoregressive structure in the model. It would also be desirable 
to obtain extensions that allow variable selection within the models. 
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Appendices 
Appendix A: Table of Measurements 

Variables Measurement 

Shareholder Value ln (Tobin’s q) 

Customer Satisfaction ACSI Index 

AD Intensity Advertising Expense
Sales

 

RD Intensity R & D Expense
Sales

 

ASSET Total Asset Value of Firm 

Demand Growth 
Current Year Industry Sales Previous Year Industry Sales

Current Year Industry Sales
−

 

Market Concentration Herfindahl-Hirschman Index 

Appendix B: Derivation of Full Conditional Distributions for the 
HBRM1 Model 

• For 1, ,i N=   and 1, ,t T=  : 
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where ⊗  is the Kronecker product. This expression is proportional to a normal 
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This expression is proportional to a Wishart density, ( ),JW v V , where 

v NT ν= +                            (24) 

( ) ( )
1

1 2

1 1
.

T N

it it it it
t i

σ
−

− −

= =

 ′= + − − 
 

∑∑V V Z Z∆ ∆β β            (25) 

• ( )2 all othersp σ −  

( ) ( )

( ) ( ) ( )

2 21 22 2 2

1 1

12

1 1

exp exp
2

1                exp
2

NTT Np NT
it it it

t i

T N

it it it it
t i

Q
q
σ σσ σ σ

σ

− −− −− −

= =

−

= =

   
′∝ − × − − ×  

   
 ′− − − 
 

∑∑

∑∑

X C

Z C Z∆ ∆

β

β β
  (26) 

( )
( )

( )

( ) ( )

1 21 22 22

1 1

2 1

1 1

1exp
2

1                                     
2

NT J N Tp

it it it
i t

N T

it it it it
i t

Q
q
σσ σ

σ

+ −− +− −

= =

− −

= =


′∝ − − −


′− − − 


∑∑

∑∑

X

Z C Z∆ ∆

β

β β

    (27) 

( )
( )

( )

( ) ( )

1
1 22 22

1 1

1

1 1

1 1exp
2

1                                     
2

NT J N Tp

it it it
i t

N T

it it it it
i t

Q
q

σ σ
+

− +− −

= =

−

= =

  ′∝ − + − 


′+ − − 


∑∑

∑∑

X

Z C Z∆ ∆

β

β β

     (28) 

This expression is proportional to a Gamma density, 
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A random sample from the joint posterior distribution can be obtained by 
generating random deviates iteratively and recursively according to the above 
full conditional distributions. We have simulated 30,000 iterations, out of which 
the last 20,000 iterations are used for generating parameter estimates. Conver-
gence was checked by starting the chain from multiple initial values and by an 
inspection of trace plots. 
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Appendix C: Derivation of Full Conditional Distributions for the 
HBRM2 Model 

We first derive the prior density ( )2 1
1 1 1π , ,t t tσ − −
+ + +C ∆ , 1, ,t T=  , by computing 

the posterior density ( )2 1
,, , , 1, ,t t t t i tp i Nσ − − = C D∆  of the parameters from 

time t and then replacing 2 1, ,t t tσ − −C ∆ , by 2 1
1 1 1, ,t t tσ − −
+ + +C ∆ , respectively, in the ex- 

pression. If we substitute Equation (10) into Equation (9), we will have: 

,it it t it it it it it t it itQ e ω′ ′ ′= + + = +X Z X f X Z∆ ∆              (30) 

where itω  follows a normal distribution ( )( )20, 1t it t itN σ ′ +X C X . Thus, the li-
kelihood function of ( )2 1, ,t t tσ − −C ∆  is given by a product of normal densities, 

( )( )2, 1 , 1, ,it t it t it t itN i Nσ′ ′ + = X Z X C X∆ . Since a posterior density is propor-
tional to the product of the corresponding likelihood function and prior density, 
and ( ) ( ) ( ) ( )2 1 2 1

1 1 1 1 1 1π , , π π πσ σ− − − −=C C∆ ∆  is a product of the individual prior 
densities, we have: 
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and in general, for 2t ≥ , 
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where it J it
∗ ′= ⊗Z I Z  and ⊗  is the Kronecker product. Combining with the 

likelihood function, we obtain the following full conditional distributions: 
• For 1, ,i N=   and 1, ,t T=  : 
( )all othersitp β  
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This expression is proportional to a normal density, ( )0 ,J it itN Ψβ , where 
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−−′= +X X CΨ                      (35) 
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This expression is proportional to a normal density ( )0 ,JK t tN Θη  where 
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This expression is proportional to a gamma density,  
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which is not a standard probability density except when t = 1. (In the case of t = 
1, the above expression is proportional to a Wishart density.) Random deviates 
from the distribution can be generated using the Metropolis-Hastings algorithm 
with the following Wishart proposal density, 
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cept the proposed estimate 1
tC∗−  with probability, 
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    (43) 

If the proposed estimate is not accepted, we will keep the current estimate of 
1

tC− . A random sample from the joint posterior distribution can be obtained by 
generating random deviates iteratively and recursively according to the above 
full conditional distributions. We have simulated 40,000 iterations, out of which 
the last 20,000 iterations are used for generating parameter estimates. Conver-
gence was checked by starting the chain from multiple initial values and by the 
inspection of trace plots. 
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