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Abstract 

The recognition of splicing sites is a very important step in the eukaryotic DNA se-
quence analysis. Many scholars are working hard to improve the accuracy of identi-
fication. Our team carried out research on this issue based on support vector ma-
chine, which is one famous algorithm in data mining. The training and testing data is 
from the HS3D dataset, and excellent accuracy rate is achieved by nucleic acid se-
quence orthogonal coding and RBF core function, and the cross validation experi-
ment hints that base pattern information is mainly located within 20 nucleotides up-
stream and downstream splice sites. 
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1. Introduction 

Genomics is a discipline focusing on biological genomes and utilization of gene. The 
recognition of splicing sites is one major research direction of genomics. The eukaryo-
tic DNA sequence is composed of a certain number of exons and introns. During tran-
scription of one gene, exons will be kept and assembled together, while introns will be 
cut liking the waste. A large number of molecular biology experiments reveal that the 
splicing sites between exon and intron follows Chambon’s rule (GT-AG) [1], that the 
splice site between exon to intron is two base GT, and the splice site between intron to 
exon is two base AG. However, the GT-AG is not a universal truth, most GT and AG 
sites in DNA sequences are not splicing sites of gene. With DNA sequencing of euka-
ryotic species genomic, the recognition of splicing sites by software is urgent and knotty 
task for bioinformatics scholars. So far, many algorithm based on different principle 
have appeared since the 90’s of the last century. The well-known algorithms for the 
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recognition of splicing sites are Brunak’s Neural network [2], Henderson and Lukashin’s 
hidden markov model [3] [4], Cai’s Bayes networks [5], Zhang’s discriminant analysis 
[6], and Sun and Zhang’s support vector machine [7] [8]. Each algorithm above has its 
own character, and promotes the identification of gene splicing sites towards more ac-
curate direction. 

2. Materials and Methods 

Support vector machine (SVM) is a machine learning method based on Vapnik statis-
tical learning theory [9], which was developed in the 90’s of last century. SVM is mainly 
used for classification, regression and other learning tasks. It shows advantages in solv-
ing small sample, nonlinear and high dimensional pattern recognition. SVM is the me-
thod based on inductive learning. Its principle can be divided into two steps. The first 
step is building set a train data set with a number of features and classification value 
with 1 or −1. The second step is inducing one classification decision function relative to 
training data above with the minimization of the empirical risk, where the classification 
value of 1 of the data corresponds to a class, the classification value of −1 data corres-
ponding to another class. For SVM, the primary concern is to establish an optimal clas-
sification hyper plane with minimum generalization error. The dimension of the hyper 
plane corresponds to the characteristic number of the training data. The left of the su-
per plane corresponds to the first class, and the right of the super plane corresponds to 
the second class. As an example with only two features, the support vector machine 
classification principle is shown as Figure 1. 

Some mature SVM application systems appeared in academic circle at the beginning 
of this century, LIBSVM software package is currently the world’s most widely popular 
SVM software. It can put different types of features placed under the same framework 
 

 
Figure 1. The principle of classification using SVM with two features. 
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for training and prediction, users no longer need to master the complex algorithm of 
SVM, and only need to provide training data in a certain format and call several SVM 
subroutine. The SVM training and testing data is from the HS3D dataset, and more ac-
curate SVM RBF core function is used [10]. It includes two parts, the first part of data 
set are sequences from exon to intron (GT, EI), and the second part of data set are se-
quences from intron to exon (AG, IE). Both part also include two part, one part cor-
respond to splicing sites, and the second part correspond to false splicing sites. The se-
quence length of HS3D is 140 nucleotides, and double-nucleotide GT or AG are located 
in the center of sequence. After removing the duplicate sequences and sequences with 
heterozygous sites in dataset, the GT training data include 2876 true IE sequences and 
12004 false IE sequences, and AG training data include 2796 true EI sequences and 
9998 false EI, as showed on Figure 2. The reason to select the sample size is that if sam-
ple size is too small, accuracy rate of prediction will decline, else if sample size is are too 
large, it is easy to exceed the processing ability of SVM software and make slow the 
speed of training and prediction. Then, pattern of nucleic acid sequence orthogonal 
coding was selected as the feature building for SVM [11]. Removing of characters GT 
or AG in every sequence of training set, the remaining sequence length is 138. The 
every nucleotide in this sequence can be coding with a four-dimensional vector. Base A 
is coded as vector (0, 0, 0, 1), base T is coded as vector (0, 0, 1, 0), base C is coded as 
vector (0, 1, 0, 0), and base G is coded as vector (1, 0, 0, 0). They are pairwise orthogonal, 

 

 
(a) 

 
(b) 

Figure 2. The EI and IE dataset for SVM training. (a) EI dataset including true EI and false EI; (b) IE dataset including true IE and false 
IE. 
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so the whole sequence can be converted into 552-dimensional vector, and every vector 
has only two optional value (1 or 0). In view of SVM is a statistical learning algorithm, 
this study uses 10-fold cross validation to evaluate the performance of the algorithm. 
All data sets were randomly and equally divided into ten parts, nine for training and 
one for testing. When each round ends, the sensitivity, specificity, accuracy and corre-
lation coefficient will be recorded, and set the mean value of ten times as the estimation 
of the algorithm performance. 

3. Results and Conclusion 

In order to evaluate the performance of the algorithm, the nucleotide sequences near 
GT or AG sites but not including GT or AG sites in training dataset were intercepted, 
which includes whole length (138), 100 nucleotides (50 nucleotides before and after 
splice site GT or AG), 60 nucleotides (30 nucleotides before and after splice site GT or 
AG), 40 nucleotides (20 nucleotides before and after splice site GT or AG), and 20 nuc-
leotides (10 nucleotides before and after splice site GT or AG). The experimental results 
are shown as Table 1 and Table 2. From the datum in table, we can find that the per-
formance of the algorithm is excellent, and the accuracy of EI or IE is higher than 90%. 
From the datum in table, we can also find that the accuracy scores of five methods are 
almost, which hints that base pattern information is mainly located within 20 nucleo-
tides upstream and downstream splice sites. 
 
Table 1. The 10-fold cross validation to EI true and false training sample. 

Method 
Cross validation item 

Sensitivity Specificity Accuracy Correlation coefficient 

138 nucleotides 0.8325 0.9660 0.9368 0.8122 

100 nucleotides 0.8443 0.9651 0.9387 0.8189 

60 nucleotides 0.8443 0.9628 0.9369 0.8140 

40 nucleotides 0.8493 0.9595 0.9354 0.8106 

20 nucleotides 0.8547 0.9593 0.9365 0.8140 

 
Table 2. The 10-fold cross validation to IE true and false training sample. 

Method 
Cross validation item 

Sensitivity Specificity Accuracy Correlation coefficient 

138 nucleotides 0.7062 0.9673 0.9168 0.7207 

100 nucleotides 0.7076 0.9648 0.9151 0.7152 

60 nucleotides 0.7264 0.9576 0.9128 0.7117 

40 nucleotides 0.7226 0.9556 0.9105 0.7042 

20 nucleotides 0.6618 0.9493 0.8936 0.6443 
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Through the cross validation experiment, it is clear that method of SVM is applicable 
for the recognition of splicing sites, and base pattern information is mainly located 
within 20 nucleotides upstream and downstream splice sites. 
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