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Abstract 
A new approach to probability theory is presented with reference to statistics and statistical phy- 
sics. At the outset, it is recognized that the “average man” of a population and the “average particle” 
of a gas are only objects of thought, and not real entities which exist in nature. The concept of av-
erage (man) is generalized as a new concept of represental (man) whose epistemological status is 
intermediate between those of the particular (the man) and the universal (a man). This new con-
cept has become necessary as a result of emergence of statistics as a new branch of human know-
ledge at the beginning of the nineteenth century. Probability is defined with reference to the re-
presental. The concept of probability is the same in probability theory and in physics. But whereas 
in statistics the probabilities are estimated using random sequences, in statistical physics they are 
determined either by the laws of physics alone or by making use of the laws of probability also. 
Thus in physics we deal with probability at a more basic level than in statistics. This approach is 
free from most of the controversies we face at present in interpreting probability theory and 
quantum mechanics. 

 
Keywords 
Probability, Statistics and Statistical Physics, Monadic and Collectivistic Probabilities 

 
 

1. Introduction 
The theory of probability and the theory of quantum mechanics are well developed disciplines. They share two 
features. Both make use of the concept of probability and both have remained controversial regarding the inter-
pretation of their basic concepts. In probability theory, the main issue has been whether probability, the basic 
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concept of the theory, is relevant to a single event (such as a single tossing of a coin) or to a large number of 
events (such as repeated tossings of the coin) [1]-[5]. Similarly in quantum mechanics the main issue has been 
whether the state function, the basic concept of the theory, is relevant to a single system or to a large number of 
systems [6]-[13]. The two problems are not just similar but are identical. They are due to an inadequacy in 
epistemology. 

From the days of Plato it is well known in epistemology that particulars and universals form two levels of 
cognition [14]. For instance, Mr. Jones is a particular man (an object of perception) with whom we can associate 
a well defined space-time region and well defined properties like height, weight, number of children, etc.; in 
contrast, a man is a universal (an object of thought) with whom we cannot associate any space-time region and 
any well defined values of height, weight, number of children, etc. It is only from the beginning of the nine-
teenth century have scientists been dealing with large amounts of quantitative data relevant to agricultural yield, 
industrial products, and human population, etc. This lead to a new branch of knowledge called statistics [15]- 
[17]. In statistics, we are not concerned with which particular (man) has which particular properties (like height, 
weight, number of children, etc.) but deal with their average values. Thus statistical analysis involves a new lev-
el of cognition. As early as 1857 Quetelet introduced the concept of “average man” for dealing with statistical 
data relevant to a population of men [18]. The average man is an object of thought with whom we cannot asso-
ciate any space time region but do associate well defined (average) values of height, weight, number of children, 
etc. Evidently, the concept of average man belongs to a new level of cognition. 

In this article, the concept of average man is given a firmer epistemological status by introducing the concept 
of represental man and a new approach to probability theory is developed. At the outset a distinction is made 
between the disordered sequences (to which the laws of probability are not applicable) and the random se-
quences (for which they are applicable) and the laws of probability are established. A clear distinction is made 
between monadic probabilities (which are relevant to single systems) and collectivistic probabilities (which are 
relevant to a large number of systems). From general considerations, it is shown that monadic probabilities 
should necessarily be independent of time, a result whose importance in quantum mechanics cannot be overem-
phasized. The role of probability in statistics and in statistical physics is made clear. For the sake of complete-
ness (and the benefit of students of probability theory) the limitations of subjective application of probability to 
a particular (entity or an event) [19] [20] and also differences between the present approach and von Mises’ ap-
proach [21] [22] are mentioned.  

2. Disordered Sequences and Random Sequences 
For the sake of clarity, we first distinguish between the disordered sequences and the random sequences. Let us 
choose a long English text (a novel or an epic), ignore all grammatical signs, replace all capital letters by small 
letters, and write successive letters as a sequence giving each letter its serial number. For instance the sequence 
may start as follows (taken from Dante’s The Divine Comedy, translated into English by D.L.Sayers, Penguin 
Books, Harmondsworth, 1949): 

Serial No: 1  2  3  4  5  6  7  8  9  10  11  12  13 ...  
Letters:  m i d w a y t h i s w a y ...                  (S2.1) 
Thus we get a sequence of letters a, b, c, …, z. In this sequence there is no relation between the serial number 

and the letter recorded at the serial number in the sense that by making explicit use of only the serial number and 
the corresponding letter of any finite number of entries (the serial numbers being selected in any manner what-
soever), we cannot evolve a procedure (or a mathematical method, or a computer program) which can yield cor-
rectly the letters at all the serial numbers. 

If in a long segment of this sequence containing N number of letters, the letter a occurs Na number of times, 
the quantity ω(a) = Na/N is called the relative frequency of the letter a in the segment. Similarly we can find the 
relative frequencies of all the other 25 letters. Evidently, some letters like e occur more often than the others like 
z. It is found that if N is sufficiently large, of the order of 10,000 or more, each letter has approximately a con-
stant relative frequency independent of the actual number N in the segment and also independent of from which 
part of the sequence the segment is chosen. A sequence having these two properties is called a disordered se-
quence. In English literature ω(e) has the maximum value of 0.13 and ω(z) the minimum value of 0.001. 

Next we may consider pairs of two successive letters, 1st and 2n; 3rd and 4th; and so on; we get the pairs mi, dw, 
ay, th, is, ... from (S2.1). If there are Nab number of pairs having the letters ab out of a total number of N/2 pairs 
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in a segment, then ω(ab) = Nab/(N/2) is called the relative frequency of the pair of letters ab in the segment. We 
can find the relative frequencies of all the possible pairs of letters. Naturally we may expect some relation to 
hold good approximately between the relative frequency ω(ab) and the relative frequencies ω(a) and ω(b). Can 
we expect ω(yz) to be related to ω(y) and ω(z) by the same relation? In English language (as in any other lan-
guage) words are so formed that they can be pronounced without much difficulty. We see that ab stands for a 
sound that can easily be pronounced but yz cannot be pronounced even with much difficulty. So we expect ω(yz) 
not to be expressible in terms of ω(y) and ω(z) by the same relation that expresses ω(ab) in terms of ω(a) and 
ω(b) even approximately. Or in general, the relative frequencies of all the possible (26 × 26) pairs of letters 
cannot be expressed (even approximately) in terms of the relative frequencies of the individual letters in the pair 
by the same single mathematical relation. Because of these properties the sequence under consideration is said to 
be a disordered (but not a random) sequence. 

Next let us consider a sequence which we would later identify as a random sequence for developing the 
theory of probability. The theory of probability is normally developed with reference to a (random) sequence 
obtained by tossing of a coin repeatedly. But many subtle points become clear if human individuals are consi-
dered. Let us define the “state of parenthood” as the number of children an adult man has and denote the possi-
ble states by C0, C1, ..., C5, corresponding respectively to the number of children being 0, 1, ... 5; for the sake of 
simplicity we have limited the maximum number to 5. Evidently, any particular man (like Mr. Jones) has, over a 
duration of time, either no children, or 1 child, or 2 children, …, or 5 children; or in other words, a particular 
man exists, over a duration of time, in only one of the possible states C0, or C1, ..., or C5. 

We may collect the data about the states of parenthood of the adult men in a large population by approaching 
one particular man after the other in a systematic manner (by going from house to house, street to street, and city 
to city) and record as follows the states in a sequence giving each entry a serial number: 

Serial No.: 1  2  3  4  5  6  7  8  9  10 ... 
State:  C2  C0  C3  C3  C2  C1  C0 C5  C4  C1  …                              (S2.2) 
In any homogeneous population where no stigma is attached to men for having a large number or a small 

number of children, any particular man (like Mr.Jones) would not take into consideration, for selecting his place 
of residence, the number of children he has or his future neighbors happen to have; similarly, in deciding how 
many children he should have any particular man residing in a location would not take into account the number 
of children his neighbors have. Or in other words, occurrence of a state (such as C2) at a particular serial number 
(such as 5) in the sequence does not depend on the states at other serial numbers; this is a direct consequence of 
the absence of any relation between the place of residence of a man and his state of parenthood. Evidently, the 
sequence S2.2 is a disordered sequence, characterized by a fairly well defined value of the relative frequency 
ω(n) of the state Cn where n is 0, 1, ..., 5 corresponding to the states C0, C1, ..., C5 respectively. Similarly, we 
may expect groups of successive states such as Cm Cn, Cl Cm Cn, …, also to have fairly well defined values of the 
relative frequencies ω(mn), ω(lmn), .... 

The sequence (S2.2) is, by definition, said to be a random sequence if it satisfies the following conditions: 1) 
In any long segment of the sequence all the relative frequencies ω(n), ω(mn), ω(lmn), ..., are approximately in-
dependent of the total number N of the elements in the segment and independent of from which part of the se-
quence the segment is chosen; 2) the relative frequency ω(mn) is approximately related to the relative frequen-
cies ω(m) and ω(n) by the same mathematical formula for every possible pair of values of m and n; 3) similarly, 
ω(lmn) is approximately related to ω(l), ω(m), and ω(n) by a single formula for every possible values of l, m, and 
n; and so on. Here we are only accepting that such formulae exist; we are not assuming any definite expressions 
for the formulae. 

In the sequence of states under consideration, the state entered against each serial number belongs to one par-
ticular man in the population who has one definte state, C0, or C1, ..., or C5. For instance, the state C2 at the 5th 
serial number belongs to Mr. Jones who has two children. But in determining the relative frequency ω(2) of the 
state C2, we do not take cognizance of the fact that the 5th entry belongs to Mr. Jones. We just find the number of 
entries which correspond to the state C2 and divide it by the total number of entries in the segment. Thus all the 
relative frequencies ω(n), ω(mn), ω(lmn), … are independent of such details as 1) the number of children differ-
ent particular men in the population have and 2) the places of residence of these particular men. An analysis of 
the data in a sequence in which (analysis) no cognizance is taken of which particular state belongs to which 
particular entities, is called statistical analysis.  

There is no unique way of selecting city after city, street after street, and house after house for collecting the 
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data; the data can be collected in many different ways. Thus we can have many different random sequences of 
the same states C0, C1, ..., C5 belonging to the same population. These random sequences are independent of one 
another in the sense that given one random sequence (i.e., the serial numbers and the corresponding states in the 
sequence) we cannot derive the other random sequences by using a mathematical method or a computer program. 
Nevertheless, an important empirical fact which makes statistical analysis meaningful at all (as a general method) 
is that all the random sequences belonging to the same population are statistically equivalent in the sense that all 
the relative frequencies ω(n), ω(mn), ω(lmn), etc, have approximately the same set of values independent of the 
random sequence from which they are estimated. All these relative frequencies are characteristic of the popula-
tion (though they can be thought of only with reference to a random sequence). In statistical analysis we are 
concerned only with the possible states and their relative frequencies, with no regard for particulars and their 
space-time regions. 

We may rewrite the random sequence (S2.2) in the reverse order (which is equivalent to collecting the data by 
going from house to house in reverse order). The new sequence (S2.2R) is also a random sequence belonging to 
the same population. So the relative frequency ω(mn) has approximately the same value in both the sequences. 
The group of two ordered states CnCm in (S2.2R) corresponds to the group CmCn of (S2.2). So, ω(nm) of (S2.2R) 
is equal to ω(mn) of (S2.2) which is approximately equal to ω(mn) of (S2.2R); that is, in (S2.2R), ω(nm) is ap-
proximately equal to ω(mn). This should be so in every random sequence which belongs to the population. So 
the explicit expression giving ω(mn) in terms of ω(m) and ω(n) should be symmetric with respect to interchange 
of m and n for each pair of values of m and n. Similarly, the expression for ω(lmn) should be symmetric with 
respect to interchange of l and n (with fixed m) for all the possible values of l and n; and so on. 

Evidently, the relative frequencies of the states and the groups of states in any long segment of states satisfy 
the following mathematical equations exactly. 

( ) ( ) ( )1; 1; 1;n mn lmnω ω ωΣ = ΣΣ = ΣΣΣ =                         (2.1) 

(By way of clarification we may state that these equations are true of a disordered sequence also. The signi-
ficance of the distinction between the disordered sequences and the random sequences would be mentioned later 
in Sec.4).  

We wish to develop a mathematical theory for dealing with the statistical data characterized by the relative 
frequencies ω(n)’s, ω(mn)’s, ω(lmn)’s, …, in spite of the fact that these relative frequencies (evaluated from 
different long segments of different random sequences, or even from those of the same random sequence) have 
only approximately the same set of numerical values. Now the problem is: can we develop a (rigorous) mathe-
matical theory to deal with quantities which are inherently approximate? A little reflection would show that 
there is nothing new in this problem. For instance, when measured with sufficient accuracy, the different mea-
surements of the diameter D of a (real) solid spherical object lead to approximately the same values; this is so 
with the measurements of the surface area A, as well as of the volume V. Yet, the mathematically rigorous laws 
of geometry are relevant to these approximate values because the mean values of these quantities are interrelated 
approximately in accordance with the laws of geometry. In geometry we treat the radius r as an unspecified con-
stant and in applying the laws of geometry to a (real) spherical object we (have to) choose an appropriate value 
of r based on the measured values. Historically, the laws of geometry were formulated first and later applied to 
spherical objects (like domes of buildings). But in the present case we begin with approximate relative frequen-
cies and then formulate a mathematically rigorous method for dealing with them. 

We have seen that the relative frequencies ω(n)’s are associated with the states Cn’s as such and are free from 
references to the individual men in the population. So we can dispense with explicit references to the particular 
men and to the random sequences, and develop a new method of statistical analysis involving only the states 
Cn’s and the numerical values of ω(n)’s associated with these states. Now the most crucial epistemological 
question is: if the states C0, C1, …, C5 are free from references to the particular men (like Mr.Jones, Mr.Smith 
and others) in the population, then whose states do they denote in the new method of statistical analysis? After 
all, a state (i.e., an attribute or a set of attributes) cannot exist without some object possessing it. Grin cannot ex-
ist without the Cheshire cat! 

 In order to find a solution to this epistemological problem, let us consider the typical statistical quantity, 
namely the average or the mean number of children “a man” in the population has. It is given by 

( ) ( ) ( )0 0 1 1 5 5.n ω ω ω= + + +                            (2.2) 
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Here the numbers 0,1, …, 5 are the possible numbers of children the particular men in the population can 
have; and ( ) ( ) ( )0 , 1 , , 5ω ω ω  are respectively the fractions of the total number of the particular men in the 
population who have these numbers of children. Being a statistical quantity n  need not be an integer and can 
have a non-integral value, such as 2.718. Evidently, no particular man, like Mr. Jones, can have 2.718 children. 
We can only regard n  as the number of children of the “average man” of the population. The concept of aver-
age man was first introduced into statistics by Quetelet as early as 1869 [18]. Historically, this concept was pop-
ular among statisticians for many decades but slowly waned as its epistemological significance was not recog-
nized by the philosophers of science. 

As no particular man in the population can be the average man, the average man cannot be an object of per-
ception and can only be an object of thought. A man, the universal, is also an object of thought but we cannot 
say a man (in the population) has 2.718 number of children. As mentioned earlier, the average man of statistics 
is a new kind of object of thought belonging to the new level of cognition. But the concept of average has li-
mited connotation. For instance, in statistical analysis of the eye color of the men in a population (which may be 
black, blue, brown, green, grey, etc.) we cannot think of the “average” eye color of the average man; and further, 
in statistical analysis, apart from the average values we deal with distributions also. So, we introduce a more 
general concept than the average, called represental.  

We develop a new method for dealing with statistical data with reference to the represental. In this method no 
explicit reference to any random sequence of the states and their relative frequencies is made. We deal with only 
a set of possible states of the represental and a set of numbers associated with these states. This is achieved in an 
abstract and mathematically rigorous manner in the theory of probability. 

3. Theory of Probability 
With reference to the states of parenthood of men in a population, we define the represental man as “one man” 
whose state of parenthood C is given by 

( ) ( ) ( )0 1 50 1 5 .C P C P C P C= + + +                           (3.1) 

That is, the state of parenthood C is C0 to the relative extent P(0), C1 to the relative extent P(1), ⋅⋅⋅, and C5 to 
the relative extent P(5). Or in other words, the represental man exists in all the possible states C0, C1, ⋅⋅⋅, C5 to 
the relative extents P(0), P(1), ⋅⋅⋅, P(5) respectively; we can as well say (as it is more convenient), all these states 
coexist in the represental man with respective relative extents. In the theory these relative extents are treated as 
unspecified positive numbers, satisfying exactly the basic condition 

( ) ( ) ( )0 1 5 1.P P P+ + + =                               (3.2) 

These unspecified numbers P(n)’s are best described as the relative extents to which the states Cn’s coexist in 
the represental man. In literature they are called the probabilities of the states Cn’s.  

The probabilities are associated with the possible states per se (of the represental man) and not with the re-
presental man. The represental man exists in all the possible states and hence if under any circumstances the 
probability of any one of these states is meaningful, then under the same circumstances the probabilities of all 
the other states are also equally meaningful; the probability of one possible state cannot exist without the proba-
bility of every other possible state. In all that follows we refer to these possible states simply as the states. 

Some scope for confusion can be avoided if we appreciate the distinction between the concept of probability 
and the numerical value of probability. Coexistence of the states (in the represental) is the essence of the concept 
of probability; the relative extents of their coexistence are merely the numerical values of the probabilities. The 
concept of probability is independent of, and unaffected by the changes in, the numerical values of probabilities. 
For instance, socio-economic factors affect in a complicated manner the number of children different men in a 
population would like to have; such factors affect only the numerical values of the probabilities and do not affect 
the concept (or more aptly, the definition) of probability. Situation here is similar to the distinction between the 
concept of length and the numerical value of length; when an elastic string is stretched, only the numerical value 
changes but the concept (or more aptly, the definition) of length is unaffected.  

Before going further, we may summarize the relations the states Cn’s bear with respect to a particular man, a 
man (the universal), and the represental man. Every particular man (an object of perception, like Mr.Smith) has 
only one definite state of parenthood, either C0 or C1, …, or C5; these states are mutually exclusive in a particu-
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lar man. State of parenthood is relevant (or meaningful with reference) to a man, the universal; but no definite 
state can be attributed to a man, neither C0, nor C1, …, nor C5. All the states, C0, and C1, …, and C5 are attri-
buted to the represental man (with probabilities P(0), P(1), ..., P(5) respectively); all the states coexist in the re-
presental man. 

It is important to note that the concept of represental is distinct from the concept of class. A class of men is 
not a man, but the represental man is “one man”. A flock of birds is not a bird, but the represental bird (defined 
with reference to some property such as weight) is “one bird”. 

We refer to the probabilities P(n)’s of the (basic) states Cn’s as the primary probabilities and treat their nu-
merical values as unspecified constants. Other probabilities which are expressed in terms of these, are called the 
derived probabilities. The relations between the derived probabilities and the primary probabilities are mathe-
matically exact. These relations are governed by the laws of probability theory. These laws should be consistent 
with the relations (mentioned in Sec.2) the relative frequencies (of the states in a random sequence) approx-
imately satisfy by definition; otherwise the probability theory would have no relevance to random sequences 
(and hence to statistics). As these laws are well known, we just restate them with reference to the represental 
man.  

1) If we consider the state of parenthood of Mr.Jones, it would be C2; if we consider it again it would again be 
C2. Similarly, if we consider the state of parenthood of the represental man it would be C0, C1, …, C5 with 
probabilities P(0), P(1), ..., P(5) respectively; in the second consideration also it would be C0, C1, …, C5 with the 
probabilities P(0), P(1), ..., P(5) respectively. So in two considerations 6 × 6 pairs of states coexist; they are 
C0C0, …, C0C5; C1C0, …, C1C5; …; …; …; C5C0, …, C5C5 with respective probabilities P(00), …, P(05); 
P(10), …, P(15); …; …; …; P(50), …, P(55). The derived probability P(mn) of the ordered pair of states CmCn 
depends on the primary probabilities P(m) and P(n). According to the law of product of probabilities, P(mn) = 
P(m)P(n). Similarly, in three considerations, the probability of the ordered group of states ClCmCn is P(lmn) = 
P(l)P(m)P(n).  

The law of product of probabilities: In two (or three, or four, ...) considerations of the represental, the derived 
probability of any ordered group of two (or three, or four, ...) states is the product of the primary probabilities of 
the two (or three, or four, …) individual states in the ordered group. 

2) We may treat the basic states C0, C2, C4 as one single state Ce, and treat the basic states C1, C3, C5 as 
another single state Cd (depending on the number of children being even or odd). The derived probabilities P(e) 
and P(d) of the states Ce and Cd are related to primary probabilities by: 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )0 2 4 ; 1 3 5 .P e P P P P d P P P= + + = + +                   (3.3) 

The law of addition of probabilities: If some states are treated as a single new state, in one consideration of 
the represental the derived probability of this new state is the sum of the primary probabilities of the individual 
states included in the new state. 

If the probability of a new state is to be meaningful there should be at least one other state which may be ei-
ther one of the basic states or another new state. Every possible state (such as Cn) should be either treated as a 
state or included in only one new state. 

3) In some cases we may consider only a few states such as C0, C2, C4, and ignore the other states. Under 
these conditions, only these states coexist in the represental man with the derived probabilities  

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )0 0 ; 2 2 ; 4 4 ,P e P P e P e P P e P e P P e= = =               (3.4) 

where the sign /e indicates that we are concerned with only the even states. These are called conditional proba-
bilities (because we are imposing the condition that we are concerned with only some and not all states).  

The law of conditional probabilities: When only some states are retained for consideration, in a single consid-
eration of the represental the probability of a retained state is given by the primary probability of the state di-
vided by the sum of the primary probabilities of all the retained states.  

Collectivistic and Monadic Probabilities 
It is important from the point of view of physics to distinguish between the collectivistic probabilities and the 
monadic probabilities. If, in a random sequence of states, the successive states belong to different particular ent-
ities (or systems), the corresponding probabilities are called collectivistic probabilities. If the successive states 



N. Umakantha  
 

 
995 

belong to the same entity (or system) at different successive instants of time, the corresponding probabilities are 
called monadic probabilities. Evidently, to be regarded as a random sequence, the relative frequencies belonging 
to different segments of the sequence (which correspond to different gross durations of time) should have ap-
proximately the same set of values. This means that monadic probabilities should necessarily be independent of 
time.  

Monadic probabilities can be identical with collectivistic probabilities. For instance, if we toss the same dice 
repeatedly we get a random sequence of the six possible states; and if we toss a large number of identical dice, 
each once only, we get a random sequence of the same six states, each state belonging to different dice. The two 
random sequences are statistically equivalent. In the former case we deal with the monadic probabilities of the 
states in the represental tossing of the given dice and in the latter case with the collectivistic probabilities of the 
same states in a tossing of the represental dice. Except for this subtle difference in the mode of reference, the 
two situations are identical.  

On the other hand, corresponding to some collectivistic probabilities, there may not exist monadic probabili-
ties at all. For instance, the states of parenthood of men in a population can lead to a random sequence of the 
possible states Cn’s; but the state of parenthood of any particular man, like Mr.Jones, taken over his lifetime, 
leads to the regular sequence C0, C1, C2 ... with only a few terms. So the probabilities associated with the states 
of parenthood can only be collectivistic and never be monadic.  

Failure to recognize the distinction between the collectivistic probabilities and the monadic probabilities has 
been the cause of much confusion in interpreting quantum mechanics over the last eight decades. 

4. Probability Theory and Statistics 
The laws of probability theory are relevant only to random sequences and not to disordered sequences. First we 
consider the relation between the theory of probability and statistics which deals with random sequences.  

The relation between probability theory and statistics is similar in some respects to the relation between geo-
metry (a branch of mathematics) and mensuration (an empirical science of measurement). In geometry we treat 
the radius of a sphere as an unspecified constant and express all the properties of the sphere in terms of the ra-
dius; all these relations are mathematically exact. In the case of a (real) solid spherical object existing in nature, 
the measured values of the diameter (and not the radius per se as it cannot readily be measured) would invaria-
bly have a spread (irrespective of the accuracy of measurement); similarly, the measured values of the surface 
area, as well as those of volume, would also have a spread. The mean value of the area as well as that of the vo-
lume, would be related only approximately to the mean value of the diameter in accordance with the laws of 
geometry. Approximateness persists irrespective of how the mean value of the diameter is selected. Important 
point is that the principles of geometry per se do not offer any one specific criterion for selecting a numerical 
value for the radius of a (real) solid spherical object (for applications of the laws of geometry to the real spheri-
cal object).  

Similarly, in the case of statistical data all the relative frequencies ω(n)’s, ω(mn)’s, ω(lmn)’s, …, would have 
a spread of values, irrespective of from which long segment of any of the random sequences they are estimated. 
The best values of ω(mn)’s, ω(lmn)’s, …, would only be approximately related to the best values of ω(n)’s in 
accordance with the laws of probability. Approximateness persists irrespective of how these best values of 
ω(n)’s are selected. Important point is that the principles of probability theory per se do not offer any one spe-
cific criterion for selecting the numerical values of the primary probabilities (for applications of the laws of 
probability theory to a random sequence).  

Mathematical exactness is an inherent feature of both geometry and probability theory whereas approximate-
ness is an inherent feature of both mensuration and statistics.  

In one crucial aspect the relation between probability theory and statistics is different from the relation be-
tween geometry and mensuration. In both geometry and mensuration we deal with the same quantities: point, 
line, distance, angle, area, volume, etc. But in the cases of probability theory and statistics, only the possible 
states are common to both. The particulars, mutual exclusion of the possible states in a particular, the sequences 
of states, randomness, and the relative frequencies belong to the province of statistics, whereas the represental, 
coexistence of the states in the represental, and the probabilities belong to the province of probability theory. 
Thus the concept of randomness is foreign to the probability theory and the concept of probability is foreign to 
the random sequences (and hence to statistics). Thus statistics and probability theory are two distinct disciplines. 
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Their only meeting point is that the numerical values of the relative frequencies of the states in a random se-
quence are approximately equal to the numerical values of the corresponding probabilities. Much confusion (and 
concomitant controversy) can be avoided if we realize these points.  

One basic feature of the probability theory is that from the given set of numerical values of the primary prob-
abilities, we cannot construct a unique random sequence. This is consistent with the basic feature of statistics 
that, belonging to the same population, there can be many statistically equivalent random sequences, none 
unique. That even an unspecified primary probability distribution admits of many statistically equivalent random 
sequences, plays a vital role in determining the “the state of dynamic equilibrium” of the classical, as well as the 
quantum, statistical assemblies (as we shall see in Sec. 5). 

In the theory of probability per se we deal with a set of possible states S1S2, …, Sn, … and their probabilities 
P(1), P(2), …, P(n), …, in an abstract manner (the represental being implicit). Neither the identity of the parti-
culars nor their states need be specified; (the numerical values of) the probabilities are treated as unspecified 
constants. So in applying the laws of probability to any statistical data we should first: 1) identify the reference 
class (denoted by a universal) to which the large number of particulars under consideration belong, 2) identify 
all the possible states of these particulars, 3) make sure that the states of the particulars recorded in any spatial or 
temporal order lead to an actual or a conceptually possible random sequence. 4) And then make use of the nu-
merical values of the primary probabilities evaluated from a random sequence (or from symmetry considerations 
in simple cases).  

It is important to note that statistical analysis can be made of any disordered sequence of states also. In such a 
case we deal with the relative frequencies of the possible states, and those of the groups of ordered states, and 
their interrelations; these are not expected to conform to the laws of probability even approximately. Because of 
this, in statistics “mathematical treatment is often applied to statistical data, without any probability considera-
tion.” [22]. Thus statistics, as an independent empirical science, has a much wider range of applications than the 
theory of probability per se warrants.  

Evaluation of Primary Probabilities from a Random Sequence 
There is no unique method of determining the numerical values of the primary probabilities from a given ran-
dom sequence of states. Here we just mention a reasonably good method. Let us consider the random sequence 
(S2.2) relevant to the states of parenthood of particular men in a population. The approximate relations between 
the primary probability P(0) and the various relative frequencies are given by :  

( ) ( )00 0 ,N N Pω = ≈                                          (4.1) 

( ) ( ) ( ) ( )2
0000 2 00 0 ,N N P Pω = ≈ =                             (4.2) 

( ) ( ) ( ) ( )3
000000 3 000 0 ,N N P Pω = ≈ =                           (4.3) 

( ) ( ) ( ) ( )4
00000000 4 0000 0 ,N N P Pω = ≈ =  etc.                   (4.4) 

Now consider the quantity  

( ) ( ) ( ) ( )0 00 0000 1 4 2 2! 3 3!Ny N N N N N= + + + +                     (4.5) 

( ) ( )( ) ( )( )2 31 0 0 2! 0 3!P P P≈ + + + +                         (4.6) 

( )0e .P≈                                                    (4.7) 
By counting the numbers N0, N00, N000, … in a segment of S2.2 having N number of elements we can find the 

individual relative frequencies ω(0), ω(00), ω(000), … and evaluate yN(0) which would be approximately equal 
to eP(0). As we choose successively larger number of elements in the segment, we may expect ω(0), ω(00), 
ω(000), … to assume more stabilized values and the value of ln yN(0) also to assume a more stabilized value 
which may be accepted as the empirically evaluated value of the probability P(0). This method is sensitive to the 
presence, as well as to the absence, of the relative frequencies of the groups of ordered states C00, C000, C0000, etc.; 
so, this is better than plotting N0/N as a function of N. Similarly we can obtain well stabilized values of P(1), 
P(2), etc. From these we may get a set of values of P(n)’s, which satisfy the basic condition that their sum is ex-
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actly unity.  
The plot of ln yN (0) versus N does not, of course, lead to a limit in the sense of a mathematical limit because 

of the approximateness inherent in the statistical data. For the same reason there is no point in trying to obtain a 
set of more accurate (?) values of P(n)’s than is necessary for the purposes of statistical analysis. The question 
whether probabilities P(n)’s have, with reference to a population of particular men, inherently a unique set of 
values is equivalent to the question whether any real object (like the Earth, a volley ball, a billiards ball, a steel 
ball in a ball-bearing, a hydrogen atom, a helium nucleus, etc.) which we like to identify as a sphere has inhe-
rently a unique radius. No measurable quantity which can have a continuous range of values can have a unique 
value.  

We now show how certain factors can influence primary probabilities without affecting the possible states. 
Consider a non-regular polyhedron whose unequal faces, F1, F2, ..., Fn, … are cut in such a way that the polyhe-
dron can rest on any of these surfaces on a horizontal plane. Let us define as “state of rest” of the polyhedron, 
the face on which it comes to rest after it has been shaken well in a vessel and tossed on a plane. In any particu-
lar tossing the state of rest can only be one of the states F1, F2, ..., Fn, ... In repeated tossings we get a random 
sequence of these possible states with respective relative frequencies. 

The state of rest of the polyhedron in the represental tossing may be put as  

( ) ,nF P n F= Σ                                    (4.8) 

where P(n) is the probability of the state Fn. All the states of rest Fn’s coexist with respective probabilities. 
Let us tilt the plane by a small angle θ with respect to the horizontal. In repeated tossings we get a random 

sequence of the same possible states but with a new set of relative frequencies. This random sequence is not sta-
tistically equivalent to the previous one (generated with θ equal to 0). The state of rest in the represental tossing 
may now be put as 

( ) nF P n F′ ′= Σ                                    (4.9) 

where P'(n)’s are new probabilities of the (same old) states Fn’s. If θ is sufficiently large, probabilities of some 
states may become zero. 

The way the polyhedron is cut, which determines the faces Fn’s, may be referred to as the internal physical 
condition of the polyhedron. The angle of tilt θ, which determines the relative frequencies, may be referred to as 
the external physical condition specifying the statistical data. Each tossing may be identified as the process of 
subjecting the polyhedron each time to the external physical condition for generating a random sequence. It is 
important to note that the external physical condition does not affect the possible states per se but only affects 
the numerical values of the probabilities associated with these states. We shall see presently that this is so in 
quantum mechanics also. 

5. Probability Theory and Statistical Physics 
We deal with probability in both probability theory and in statistical physics (which consists of quantum me-
chanics and classical statistical mechanics). The definition of probability, as well as the laws of probability 
theory, are common to both. But there are many fundamental differences between probability theory and statis-
tical physics regarding probability. First we consider the differences regarding possible states and the numerical 
values of the primary probabilities. 

In statistics we deal with macroscopic objects whose possible “states” are easily identifiable (like the states of 
height, eye color, parenthood, etc.) and treat the primary probabilities of these states as unspecified constants. 
Their numerical values are estimated only by making use of some statistical data. In physics, the laws of physics 
determine uniquely the possible states of physical systems but there is no unique method of determining the 
primary probability distributions. 1) In the case of an atomic system (like a single hydrogen atom) the monadic 
probability distributions are determined uniquely by the laws of quantum mechanics (without any reference to 
probability theory) [23]. 2) In the case of some collectivistic quantum phenomena, the collectivistic probability 
distributions are determined uniquely by the laws of quantum mechanics (without any reference to probability 
theory) [23]. 3) In the case of an assembly of classical systems in statistical equilibrium, the collectivistic proba-
bility distribution is determined by a combination of the laws of classical mechanics and the laws of probability 
theory [24]; this is so in the case of atomic systems also [25]. As all these three types have already been dealt 
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with in detail from the point of view of physics, we now consider them from the point of view of probability 
theory.  

5.1. Monadic Probability Distributions Determined by the Laws Quantum Mechanics 
Consider an atomic system consisting of a particle of mass m0 bound to a time-independent potential V(r), exist-
ing over a duration of time in the stationary state n, specified by a complex function ψn(r,t) which is a solution of 
the Schrödinger equation, a law of physics (which involves m0 and V(r)); here r is the space coordinate. In this 
case, the real time-independent quantity ( ) ( )dn n qψ ψ∗ r r  is the probability Pn(r)dq that the particle exists 
within an element of volume dq at r at the represental instant of time. As it corresponds to the particle of the 
same system, Pn(r) is a monadic probability distribution. That Pn(r) is independent of time shows that there is 
consistency between the laws of quantum mechanics and the theory of probability. The importance of this result 
cannot be overemphasized. 

Similarly, using the laws of quantum mechanics, one can derive from ψn(r) another complex function bnp 
where the time-independent quantity dn nb b∗

p p p  is the probability Pn(p)dp that the particle momentum p lies be-
tween p and p + dp at the represental instant of time; this is also a monadic probability distribution relevant to 
the same system in the same state ψn(r). 

For proper understanding of the theory of probability, it is important to recognize the following subtle points. 
1) The laws of physics determine the complex function ψn(r,t) as such, and do not determine the primary proba-
bility distribution Pn(r) as such. This is so in the case of Pn(p) also. 2) Existence of the probability distribution 
Pn(r) only means that there are many successive instants of time t1, t2, t3, … at which the particle exists at the 
positions r1, r2, r3, …, respectively, leading to a random sequence of r values characterized by the relative fre-
quency distribution ωn(r) which is approximately equal to Pn(r). Similarly, the existence of Pn(p) only means 
that there are many successive instants of time 1 2 3, , ,t t t′ ′ ′

  at which the particle momentum is 1 2 3, , , ,p p p   
respectively leading to a random sequence of p values with ωn(p) approximately equal to Pn(p). 3) Both the 
probability distributions Pn(r) and Pn(p) are derived from the same complex function ψn using the laws of quan-
tum mechanics and both are primary probability distributions; but they are relevant to two distinct random se-
quences, one of r values and the other of p values of the same particle in the same state ψn(r). 4) According to 
the laws of quantum mechanics, a joint probability distribution for r and p does not exist. This means that the set 
of instants of time 1 2 3, , ,t t t   and the set 1 2 3, , ,t t t′ ′ ′

  do not have a common instant of time. Why this is so and 
what this signifies are problems of physics. From the point of the theory of probability we have to recognize that 
the existence of individual probability distributions of two quantities (like r and p) belonging to the same entity 
does not mean that a joint probability distribution for the two quantities should necessarily exist. 

5.2. Collectivistic Probability Distributions Determined by the Laws of Quantum Mechanics 
When a large number of (particular) identical systems, each initially in the same stationary state ψi are indivi-
dually subjected to an extra potential Ve one after the other, each system would come to exist (after being sub-
jected to Ve) in one of the possible stationary states ψn’s, leading to a random sequence of the states ψn’s, in 
which the states ψn’s occur with relative frequencies ω(n)’s. These systems (after being subjected to Ve) are said 
to form a statistical assembly. 

With reference to the assembly of systems, we can think of a represental system in the state ψ which is related, 
according to the principle of superposition of quantum mechanics, to the states ψn’s by the relation 

,n naψ ψ= Σ                                     (5.1) 

where the complex quantities an’s are uniquely determined by the Schrödinger equation which now involves m0, 
V(r) and Ve. Here m0 and V determine the possible states ψn’s of the represental system; and Ve determines an’s; 
if Ve is a function of time t, so are an’s. The potential Ve does not affect the stationary states ψn’s but determines 
only an’s associated with these states. We may identify m0 and V(r) as the internal physical conditions and Ve as 
the external physical condition. Evidently, the situation here is similar to tossing of a polyhedron, discussed in 
Sec.4. The real numbers n na a∗ ’s are the primary probabilities P(n)’s of the states ψn’s, uniquely determined by 
the laws of physics. Needless to state that ω(n)’s are approximately equal to P(n)’s. These are, of course, collec-
tivistic primary probabilities. 

The above reasoning is applicable to the following statistical quantum phenomena: 1) Scattering of particles 
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by a localized short-range potential Ve(r) (or by a pair of such potentials, or a lattice of such potentials); 2) Tran-
sition of atomic systems from one possible stationary state ψi to another state ψn under the influence of a 
time-dependent potential Ve(r,t); 3) Leakage of particles through a barrier formed by a potential Ve(r); 4) Trans-
mission of neutrons through a neutron interferometer; (v) Spin correlations in the Bohm experiment, etc. 

5.3. Probability Distributions Determined by the Laws of Classical Mechanics and  
the Laws of Probability Theory 

For the sake of definiteness let us consider (a gas consisting of) a large number N0 of identical and independent 
(particular) particles confined within a large enclosure [24]. Evidently the particles collide with one another ex-
changing energy and momentum according to the laws of classical mechanics. It is envisaged that as a result of 
repeated collisions between the particles “the state of dynamic equilibrium” is reached in the sense that fractions 
of the total number of particles having different energies would remain almost the same at all subsequent in-
stants of time. We refer to it as an assembly of particles in statistical equilibrium. Our object is to find the pri-
mary probability distribution P(E)dE that the represental particle exists in the states having energy between E 
and E + dE. This is achieved by making use of the laws of classical mechanics and the laws of probability 
theory; here the possible states are determined by the laws of physics and the probability distribution is deter-
mined by the laws of probability.  

According to classical physics the state of any particular particle at any instant of time t is specified by its po-
sition r and momentum p. We have shown that statistical properties are independent of the regions of space 
within which the individual members of the assembly exist. So, so far as the statistical properties of the assem-
bly of particles are concerned, the possible states of the particles can be specified by momentum p only (or 
equivalently by energy E only). This means that statistical properties of a gas are independent of which particu-
lar particle exist at which point (within the enclosure of the assembly) at any instant of time. 

The laws of classical physics being universal, the exchange of energy and momentum between any two col-
liding particles in a gas is independent of the space-time region over which the collision takes place. So, there 
would be no relation between the energy E and the space-time region of each particle after the collision. As a 
result of this, the E values of the particles in the gas considered at an instant of time in any spatial order, lead to 
a random sequence; for the same reason, the E values of any single particular particle considered at a large 
number of well separated successive instants of time also lead to a statistically equivalent random sequence. 
Thus the origin of randomness in classical statistical mechanics (a branch of physics) is the same as in statistics 
(a branch of applied mathematics). This justifies the application of probability theory to the assembly of par-
ticles. 

If, at any instant of time, N(E) is the number of particles having energy between E and E + dE, the relative 
frequency ω(E) = N(E)/N0 is approximately equal to the probability P(E)dE that the represental particle exists in 
the states having energy between E and E + dE. To begin with we treat P(E) as an unspecified function as in 
probability theory. Applying the central limit theorem of probability theory to the random sequences of the 
states of the particles at different instants of time, it can be shown that the number N(E') of particles having 
energy between E' and E' + dE has a Gaussian distribution where the most probable number ( )N E′  is exact-
ly equal to P(E')dEN0; ( )N E′  is also the time-averaged time-independent mean number of particles. Our 
object is to find the distribution of ( )N E  as a function of E; for the sake of simplicity we denote ( )N E  
by N(E). Imposing the conditions that the total number of particles N0 is constant and the total energy is con-
served, it can be shown that 

( ) ( ) ( )01 expN E E N P Eα β= + =                             (5.2) 

Thus we get a well defined mathematical expression for the probability distribution P(E), where α and β de-
pend on the total number of particles and the total amount of energy in the gas. This is the well known Maxwell- 
Boltzman distribution. In the case of a (real) gas of atoms or molecules in thermal equilibrium, β is identified as 
1/kT where k is the Boltzmann constant and T the temperature of the gas.  

The above reasoning can be extended to quantum statistical thermodynamics also leading to Bose-Einstein 
and Fermi-Dirac distributions [25]. In these cases also the possible states are determined by the laws of physics 
and the probability distributions are determined by the laws of probability theory.  

We now mention the other fundamental differences between probability theory and statistical physics regard-
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ing probability. 1) In probability theory the possible states are denoted by symbols like Cn’s; they may be just 
symbols as in the case of the states of the eye color or may denote also numbers as in the case of the states of 
parenthood. In quantum mechanics, ψ and ψn’s are well defined complex functions of r and t, determined by the 
laws of physics. Thus, in spite of the formal similarity between (4.1) of probability theory and (5.1) of quantum 
mechanics, the two theories differ fundamentally. 2) The laws of quantum mechanics determine the complex 
functions like ψ and ψn’s, and the complex numbers like an’s; and the squares of their moduli are identified as 
the primary probabilities. There is no analogous situation in probability theory. 3) All the results of probability 
theory are essentially probabilities. Though many results of quantum mechanics are probabilities, in yielding 
well defined values of energy, the square and one Cartesian component of angular momentum, electric and 
magnetic multipole moments, selection rules, the Bragg angles, etc., quantum mechanics is deterministic and not 
probabilistic. 4) The probability theory per se invariably treats the primary probabilities as unspecified constants, 
whereas quantum mechanics provides, in many cases, the laws (of nature) which determine uniquely the numer-
ical values of the primary probabilities. Thus, so far as primary probabilities are concerned, quantum mechanics 
deals with probability at a more basic level than the probability theory does.  

For the sake of completeness and the benefit of physicists, we may state the following. All the reasoning in 
Secs.5.1 and 5.2 is based on Einstein’s statistical interpretation of quantum mechanics [13] [23] in which a clear 
distinction is made between the stationary states ψn’s of particular systems (akin to particular men) and the su-
perposed state ψ of the represental system (akin to the represental man) relevant to a statistical assembly of par-
ticular systems (akin to a population of particular men). In contrast to this, in the conventional interpretation of 
quantum mechanics based on Bohr’s views [6], no such distinction is made between ψ and ψn’s. Similarly, the 
reasoning given in Sec. 5.3 differs fundamentally from that of Gibbs [26] [27] whose interpretation of probabil-
ity is based on the views prevalent at the beginning of the last century; but the final results are the same.  

6. Subjective Application of Probability Theory to a Particular 
We have developed the theory of probability with reference to the represental (an object of thought). We now 
investigate the scope and limits of applying this theory to a particular (an object of perception), both in statistics 
and in statistical physics. 

When we are ignorant of the identity of the man who is coming round a corner, we may refer to him by the 
universal, a man, by making such a statement as “a man is coming round the corner”, though we know definitely 
that he can only be a particular man (as he is an object of perception). Ignorance of the identity of the man being 
on our part, such a reference to a particular man by the universal, a man, is subjective. Once we come to know 
of his identity that he is Mr. Jones, our reference to him by the universal (a man) ceases. 

Similarly, when we are ignorant of the state of parenthood of the man who comes round the corner, can we 
refer to him by the represental and ask ourselves the question: “what is the probability that the state of parent-
hood of the man coming round the corner is C1 ?”, though we definitely know that he can only be a particular (as 
he is an object of perception) with only one definite state of parenthood. Again, ignorance being on our part, 
such a reference to a particular by the represental is subjective.  

In such a subjective application of probability theory to a particular man (of whose state we are ignorant), we 
may regard the numerical values of the probabilities P(0), P(1), …, P(5) as our subjective degrees of expectation 
(DE) of the state of parenthood of the man being C0, C1, ..., C5 respectively; all these 6 DE coexist (subjectively) 
in our mind. The moment we come to know that the man (is Mr.Jones who) has 2 children, our (subjective) ref-
erence to him by the represental ceases and so do all our (subjective) DE of different states. Here the numerical 
values (of DE) are objective (because they have been evaluated) and the expectations (per se of the different 
states) are subjective. 

Above reasoning looks innocent but is deceptive. Because of the misleading role it has played (purely for his-
torical reasons) in the conceptual development of probability theory, we consider this problem at some length. 

First let us consider the simplest case of tossing of a (much harassed) fair coin. Here each tossing is a partic-
ular event, leading to only one of the two possible states of rest denoted by H and T. Evidently, in repeated 
tossings we get a monadic random sequence of H ’s and T’s. In the represental tossing both the states coexist 
with their respective probabilities, P(H) and P(T), each equal to 1/2. In the subjective application to any particu-
lar tossing, the two DE coexist in our mind from before the tossing of the coin to the instant we come to know of 
the result. In this case there would be no difficulty in the subjective application of probability theory to a partic-
ular (tossing). This is so in the case of a fair dice also. In the case of the tossing of an irregular polyhedron with 
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many (ten or more) faces, it is doubtful whether the human mind can comprehend simultaeously as many (ten or 
more) disctinct degrees of expectation (even when their numerical values are given).  

What is the probability that Mr.Jones who is 70 years of age at present, would survive up to 75? From the old 
statistical data (relevant to the population to which Jones belongs) we can find instances of a large number of 
particular 70 year old men who survived (S) and did not survive (D) up to 75. This leads to a random sequence 
of S’s and D’s. From the sequence we can estimate the values of P(S) and P(D) of “the represental 70-year old 
man”. Can this numerical value of P(S) be accepted as our subjective DE of Mr.Jones surviving up to 75?  

In evaluating P(S) we have not taken into account the factors such as the present state of health of Mr.Jones, 
his ability to bear future medical expenses, the hereditary traits of his family, willingness of his close relatives to 
take good care of him in old age, his personal habits of smoking and drinking, etc., which crucially affect in a 
rather complicated manner his longevity. In this case there is no unique reference class to which Mr.Jones may 
be accepted as belonging and hence no meaningful numerical value of P(S). The subjective application of prob-
ability theory to a particular is not valid in this case (and in similar cases).  

Let us consider a case in which there is no ambiguity regarding the selection of the reference class and the 
primary probabilities are uniquely determined by the laws of nature. Radioactive decay of atomic nuclei is a 
case in point. All Radon nuclei (86Rn210) belong to a kind referred to as a Radon nucleus (a universal). These 
nuclei decay through emission of alpha particles to become Polonium nuclei (84Po206). A particular nucleus in 
the state Rn at some instant of time t1 would suddenly decay at a later instant of time t1’ into the state Po. 
Another particular nucleus in the state Rn at some other instant of time t2 would suddenly decay at a later instant 
of time t2’ into the state Po. Thus if we consider a large number of Rn nuclei one after the other, we get a collec-
tivistic random sequence of t’-t values. Radioactive decay is a statistical phenomenon.  

According to the law of radioactive decay of physics, if a large number N(0) of nuclei are in the state Rn at 
time t = 0, the number of nuclei N(t) in the same state Rn at time t is approximately N(t) = N(0)exp(−0.26t) and 
that in the state Po is, of course, N(0)-N(t), where t is measured in hours. The number 0.26, called the decay 
constant, is characteristic of the decay. Any particular nucleus is, at time t, either in the state Rn or in the state 
Po. The represental nucleus exists in both the states Rn and Po with probabilities P(t) = exp(−0.26t) and 1-P(t) 
respectively. Typical values of P(t) are: 1 for t = 0; 0.77 for t = 1; 0.60 for t = 2; 0.46 for t = 3; 0.35 for t = 4; 
and so on. Here t is measured from the instant at which the represental nucleus is in the state Rn; this is a fun-
damental feature of nuclear decay.  

With this background we may consider the subjective application of probability theory to a particular. Let two 
physicists, A and B place at 12 noon one particular Radon nucleus in a detector system which records the time t0 
at which the Radon nucleus decays, and go away from the detector system. At 12 noon both of them have the 
same DE of the nucleus being in the state Rn at different times in future as given by the function P(t); their typ-
ical DE are as given above.  

Let A alone come back at 1 pm, look at the detector system, and learn that the nucleus has not decayed. Be-
cause of this new (objective) knowledge that the nucleus is in the state Rn at 1 pm (i.e., P (at 1 pm) = 1), he 
chooses t = 0 at 1 pm in the equation P(t) = exp(−0.26t) and reevaluates his new DE. His typical DE now be-
come: 0.77 for 2 pm; 0.6 for 3 pm; 0.46 for 4 pm; and so on. Being unaware of the state of the nucleus at 1 pm, 
B would continue to hold the same DE as she did at 12 noon; her typical DE would be 0.77 for 1 pm; 0.60 for 2 
pm; 0.46 for 3 pm; and so on. 

Again, let A alone look at the detector system at 2 pm and learn that the nucleus has decayed into Po at 1:37 
pm. With this new (objective) knowledge, he can no longer treat the particular nucleus as the represental nucleus; 
all his DE become irrelevant and cease to exist in his mind. Again, being unaware of the decay of the nucleus at 
1:37 pm, B would continues to hold the same DE as she did at 12 noon. Thus different observers hold at the 
same time different degrees of expectation depending on their (objective) knowledge regarding the state of the 
nucleus at different times, though there is absolutely no ambiguity in this case either in choosing the represental 
nucleus (i.e., the reference class) or in the numerical values of the probabilities. Again, in this case (and in simi-
lar cases) the subjective application of probability theory to a particular is invalid. Needless to state that the de-
cay of the particular Po nucleus at 1:37 pm is a natural and spontaneous process, and is unaffected by the pres-
ence of the detector system and the two physicists A and B. 

The theory of probability does lend itself to subjective application to a particular “event” under some special 
conditions which are satisfied in popular betting games. Such betting games provide too limited a perspective 
for developing a general theory of probability of universal appeal. It is high time that the theory of probability, a 
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lofty branch of pure mathematics, is rescued from gamblers and Dutch book makers. 

7. Represental Approach and von Mises’ Approach 
Von Mises has developed a mathematically rigorous theory of probability [21] [22]. Von Mises defines the 
probability of a possible state as the limiting relative frequency of the state in an infinitely long random se-
quence of the possible states so that the relative frequencies have well defined numerical values which obey the 
mathematically rigorous laws of the probability theory. Here what is (at best) a numerical equality between the 
limiting relative frequency and the probability is (erroneously) accepted as the definition of the concept of 
probability as well; the concept and the numerical value are not distinguished. Evidently, the concept of density 
is not the same as the numerical value of density. 

In contrast, in the represental approach we define probability of a possible state as the relative extent to which 
the state coexists with all the possible states (in the represetal). The coexistence is the essence of the concept of 
probability and the relative extents are merely the numerical values of the probabilities. Further, for the devel-
opment of the (mathematical) theory of probability per se it is not at all necessary to associate any numerical 
values with the primary probabilities; they are treated as unspecified constants (just as the radius of a circle in 
geometry). It is shown that the numerical values of primary probabilities relevant to many atomic phenomena 
are uniquely determined by the laws of nature without any reference to random sequences. Thus it is not only 
wrong but even unnecessary to define probability with reference to a relative frequency (either in a finite or an 
infinite random sequence).  

Von Mises defines randomness in terms of insensitivity to place selection. Place selection involves deriving 
from a given infinite sequence of the states Ai’s, each state Ai having a well defined limiting frequency ω(i), a 
subsequence by retaining or rejecting, according to a set of rules, an entry at the serial number n depending on 
the states entered at the preceding serial numbers up to n-1. If the states Ai’s retain, in the derived sequence, the 
same limiting relative frequencies as in the original sequence, then the original sequence is said to be a random 
sequence. The set of rules is not unique in the sense that there can be many sets of rules.  

This procedure for place selection involves retaining or rejecting the individual states in a sequence. So, this 
procedure is insensitive to the presence, as well as to the absence, of the groups of ordered states in the sequence; 
and hence it cannot distinguish between the disordered sequences of the type (S2.1) (to which the laws of prob-
ability are not applicable) and the random sequences of the type (S2.2) (to which the laws of probability are ap-
plicable). Thus von Mises’ criterion for randomness in a sequence is rather unsatisfactory.  

In contrast to this, in the represental approach the criteria for randomness are well specified (Sec. 2). Apart 
from being much simpler than von Mises’ criterion of place selection, these criteria distinguish between the dis-
ordered sequences and the random sequences.  

As he defines probability as the relative frequency in a random sequence belonging to a collective, von Mises 
observes “First the collective and then probability. ‘We shall not speak of probability until a collective has been 
defined’ ” [22]. In our approach to the theory of probability per se, we deal with only a set of possible states and 
their probabilities in an abstract manner, without any reference to a population (of men) or a statistical assembly 
(of atomic systems) existing in nature (Sec.3); this is in agreement with the distinctive feature of pure mathe-
matics which invariably does not make references to human knowledge.  

Von Mises’ definition of probability does not admit of subjective application of probability to a particular at 
all, whereas the represental approach does under special conditions (Sec. 6).  

8. Concluding Remarks 
We have recognized that human knowledge is essentially based on three levels of cognition which involve three 
epistemological concepts: particulars (objects of perception on which alone human experience and knowledge 
depend), universals (objects of thought which are necessary for forming general conclusions, for communication, 
and for expressing the laws of nature), and representals (objects of thought which have now become necessary 
for dealing with statistical data). Thus the present approach to probability is based on a firm epistemological 
foundation.  

In this approach, we: 1) distinguish between the disordered sequences and the random sequences; 2) distin-
guish between the particulars, the universal, and the represental; 3) define probability unambiguously; 4) distin-
guish between the concept of probability and the numerical value of probability; 5) distinguish between the pri-
mary probabilities and the derived probabilities; 6) treat the primary probabilities as unspecified constants 7) 
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show that the primary probabilities relevant to some atomic phenomena are uniquely determined by the laws of 
nature, and only in the absence of such laws are they evaluated from the given statistical data; 8) show that the 
subjective application of the probability theory to a particular is admissible under some special conditions; 9) 
explicitly recognize that statistics and probability theory are two distinct disciplines; and 10) make explicit that 
the concept of randomness is foreign to the theory of probability and the concept of probability is foreign to 
random sequences (and hence to statistics).  

Atoms are the simplest type of systems existing in nature. Atomic phenomena offer a much better insight for 
understanding probability than statistics. So it is desirable that all students of probability should have a basic 
course in quantum mechanics and all students of physics should have a basic course in probability theory, with 
the clear understanding that quantum mechanics is not an extension of probability theory, nor probability theory 
of quantum mechanics.  

As early as 1863, Quetelet introduced the concept of average man into population statistics. If the epistemo-
logical significance of this concept that it involved an intermediate level of cognition (between those of the par-
ticulars and the universal) was given due recognition, much of the later controversy in interpreting probability 
and quantum mechanics would have been avoided. The present approach is essentially due to the “average man”, 
to whom I am most grateful. 
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