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Abstract 
A mathematical model that makes use of data mining and soft computing techniques is proposed 
to estimate the software development effort. The proposed model works as follows: The parame-
ters that have impact on the development effort are divided into groups based on the distribution 
of their values in the available dataset. The linguistic terms are identified for the divided groups 
using fuzzy functions, and the parameters are fuzzified. The fuzzified parameters then adopt asso-
ciative classification for generating association rules. The association rules depict the parameters 
influencing the software development effort. As the number of parameters that influence the ef-
fort is more, a large number of rules get generated and can reduce the complexity, the generated 
rules are filtered with respect to the metrics, support and confidence, which measures the 
strength of the rule. Genetic algorithm is then employed for selecting set of rules with high quality 
to improve the accuracy of the model. The datasets such as Nasa93, Cocomo81, Desharnais, Max-
well, and Finnish-v2 are used for evaluating the proposed model, and various evaluation metrics 
such as Mean Magnitude of Relative Error, Mean Absolute Residuals, Shepperd and MacDonell’s 
Standardized Accuracy, Enhanced Standardized Accuracy and Effect Size are adopted to substan-
tiate the effectiveness of the proposed methods. The results infer that the accuracy of the model is 
influenced by the metrics support, confidence, and the number of association rules considered for 
effort prediction. 
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1. Introduction 
Software development effort estimation is the process of predicting the most realistic use of effort required to 
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develop or maintain the software based on incomplete, uncertain and/or noisy input. Software development ef-
fort is measured in terms of person hours or person months. Existing literature suggests that the expert estima-
tion is the dominant strategy used for estimating the software development effort [1]. Construction of formal 
software effort estimation models has been the main focus in this area of research. Consequently many hybrid 
approaches have been developed to increase the efficiency of the methods. Improving the accuracy of the effort 
estimation models leads to effective control of time and budget during software development. We propose a hy-
brid model that combines fuzzy associative classification with genetic algorithm for estimating the development 
effort with high accuracy. The proposed model is evaluated using various evaluation metrics such as Mean 
Magnitude of Relative Error (MMRE), Mean Absolute Residuals (MAR), Shepperd and MacDonell’s metrics 
such as Standardized Accuracy (SA), enhanced SA and effect size. Experiments are carried out on the datasets 
Nasa93, Cocomo81, Desharnais, Maxwell, and Finnish-v2. The experimental results reveal that the proposed 
model yields satisfactory results in terms of accuracy. 

2. Related Work 
Expert estimation techniques have been widely consented in the software professionals; hence most of the re-
search in the last decade has been focused on the expert estimation [2]-[5]. Jorgenson [1] evoked best practice 
guidelines and provided suggestions on how to implement them in software organizations. Jorgenson [6] [7] 
suggested the practical guidelines for expert judgment based software effort estimation, and Manifest on expert 
judgement and formal models. Hybrid approach for rule learning, induction, selection and extraction in fuzzy 
rule based systems was introduced, and the model combines fuzzy rule based system along with Genetic Algo-
rithms (GA) and expert judgement automation using Pittsburgh approach [8]. It was suggested to eliminate un-
necessary linguistic terms. To increase the performance and reduce complexity of the Fuzzy logic based me-
thods such as fuzzy membership function [9] is used. The GA based feature selection and machine learning me-
thods have been used for parameters optimization in software effort estimation [10]. Random prediction is em-
ployed for different dataset and Standardized accuracy was evaluated through random prediction [11]. Software 
defect association mining suggested that high support and confidence levels may not result in higher prediction 
accuracy and a sufficient number of rules is a precondition for high prediction accuracy [12]. Ensembles of 
learning machine are applied to improve software cost estimation [13]. Menzies [14] suggested four kinds min-
ing such as algorithm mining, landscape mining, decision mining and discussion mining to predictive modelling. 
Estimation by analogy can be significantly improved by dynamic selection of nearest neighbors in project data 
[15]. 

From the analysis of the literature, it is found that the performance of the neural network is influenced by the 
change in dataset. This raises following research questions: 1) Whether the use of different datasets affect the 
results of the hybrid model? 2) Whether the changes in the values of the parameters such as support and confi-
dence will improve the performance of the hybrid system or not?  

The main reason for combining fuzzy associative classification with genetic algorithm is to fuzzify the dataset 
because the input dataset is in the mixed form with continuous and discrete values. Large numbers of rules are 
generated for rule generation. In order to avoid processing of large number of rules and avoid the memory space 
problem, support and confidence metrics are used to filter the rules. Rule pruning algorithm provides the initial 
population of rules for Genetic algorithm based search. Genetic algorithm is applied on pre-generated rules for 
picking out the best ones. Finally defuzzification is applied to the best rules. The major contribution in this work 
is creation of a hybrid model for estimation of software development effort. On analysis on the results obtained 
for different datasets, it can be observed that i) minimum support and minimum confidence influence on the da-
taset having attribute count less than ten, and high support and high confidence influence on the dataset having 
attribute count greater than twenty five. ii) External population is used to store high quality rules generated in 
the intermediate generations. iii) Random guessing is achieved through multithreading. 

The proposed approach, a novel hybrid methodology, focuses on the combination of soft computing tech-
niques to estimate the software effort accurately. This method is based on fuzzy associative classification with 
genetic algorithm to estimate the software effort efficiently. This paper is organized as follows: Section III 
presents the proposed model, Section IV presents results and discussions, and the conclusions are presented in 
the last section. 
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3. Proposed Model 
Software project managers are always interested to know the effort involved in carrying out software tasks. The 
degree of accuracy achieved using each model varies with evaluation criteria. To improve the accuracy and to 
avoid the dependency of effort and cost estimation on number of lines of code (LOC), we propose a hybrid 
computational intelligence approach that combines fuzzy, association rule mining and evolutionary computation 
concepts. The main objective of the work is to design a model for estimating the effort for a software develop-
ment project. The effort estimated should be more accurate, which means the estimated effort should not deviate 
much from the actual effort. The proposed system combines the machine learning techniques like Fuzzy Set 
Theory, Association Rule Mining and Genetic Algorithms. The dataset available in the PROMISE repository is 
used for training and testing. First, the training dataset is used to design the effort estimation model. The model 
thus developed can be used for predicting the effort for software projects that needs to be developed. The model 
developed is evaluated using the test set data, and Mean Magnitude Relative Error (MMRE) is used as the eval-
uation metric. Apart from MMRE, various metrics considered are Mean Absolute Residuals (MAR), Shepperd 
and MacDonell’s metric Standardised Accuracy (SA) and Effect size [11]. The proposed system is implemented 
in Java using Netbeans IDE. The implementation is divided into four sections namely, fuzzification, associative 
rule generation, rule pruning and Defuzzification. Figure 1 shows the workflow of the proposed model. 

The work towards the proposed model is sequenced as follows. 

3.1. Data Pre-Processing 
The dataset is preprocessed before mining the data, analyzed, and the number of attributes is identified. The lin-
guistic terms are defined for each attribute available in the dataset. The number of linguistic terms defined for 
each attribute is decided based on the distribution of values among the records available in the dataset. The lin-
guistic terms assumed are the fuzzy sets or membership functions (MFs) defined for the attribute. The boundary 
values for the MFs are also defined. Two thirds of entire dataset is used as training set for generating the model. 
Data pre-processing involves analysis on the dataset: (i) Identifying the fuzzy sets, i.e., generation of fuzzy par-
titions for the numerical attributes, (ii) defining the type of MF to be used for each attribute, and (iii) defining 
the boundaries for the MFs.  

3.2. Fuzzification 
The training dataset is fed into the fuzzifier to convert the continuous values to linguistic terms, and the degrees 
to which they belong to each of the appropriate fuzzy sets via MFs are identified. Trapezoidal MF is used for all 
attributes in the proposed system. 

3.3. Rule Generation 
The relationships among the variables are represented by means of rules. The rules are of the following form: 

“Antecedent proposition” → “consequent proposition”. These rules are generated using the associative clas-
sifier. The antecedent proposition is always a fuzzy proposition of the type “X1 is Nominal” → “X2 is High” 
where X1 is a linguistic variable and Nominal is a linguistic constant (term), X2 is the consequent variable and 
High is a consequent class. For example, the rules framed using Desharnais dataset are as follows: 

 

 
Figure 1. Work flow of the proposed model.                                             
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If Team experience (Teamexp) is Low and Manager experience (Mgrexp) is Low then Effort is Very Low. 
If Teamexp is Medium and Mgrexp is Medium and Transactions is Very Low, then Effort is High. 
If Teamexp is Medium and Length is Low then Effort is Very Low. 

where Teamexp, Mgrexp, Transactions, Length, etc. are attributes and Effort is the consequent attribute. Low, 
Medium, Very Low are linguistic terms associated with each attribute respectively.  

3.4. Rule Pruning 
The number of rules thus generated will be so large, since the dataset holds large number of attributes as well as 
the membership functions for each attribute is also more. To avoid this, we extract rules which frequently occur 
in the dataset based on the rule quality metrics like support and confidence. Instance frequent single items A and 
B, if we intersect the row Ids sets of A and B, then the resulting set should represent the tuples where A and B 
happen to be together in the training data. Therefore the classes associated with A B∧  can be easily located, in 
which the support and confidence can be accessed and calculated. Then they will be used to decide whether or 
not A B∧  is a frequent item and a candidate rule in the classifier. Since the training data have been scanned 
once to discover and generate the rules, this approach is highly effective in runtime and storage because it does 
not rely on the traditional approach of discovering frequent items, which requires multiple scans. After having 
generated all patterns, rules can be generated out of them. The task is to generate all possible rules in the fre-
quent itemsets. Combine itemset and consequent class to generate Association rules and store intersecting row 
ids.  

The total number of rules generated will be so large and hence some of them can be removed based on the 
rule quality metrics like Support and Confidence. Support gives how frequently the item occurs in the dataset. 
Confidence is a measure of the strength of the rule. The formulae for support and confidence metrics including 
fuzzy membership values are as follows. 
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where Pµ  is the MF of antecedent while Qµ  is the MF of consequent, and N is the total number of fuzzified  
records, t is the total number of matched records in the dataset. The threshold values for support and confidence 
values are defined manually. Once a rule has passed the MinSupp threshold, the code then checks whether or not 
the rule passes the MinConf threshold. If the item confidence is larger than MinConf, then it will be generated as 
a candidate rule in the classifier. Otherwise, the item will be discarded. Thus, all items that survive MinConf are 
generated as candidate rules in the classifier. Thus the rules that have support and confidence greater than the 
threshold values are regarded as interesting. Frequent sets that do not include any interesting rules do not have to 
be considered anymore. All the discovered rules can in the end be presented to the user with their support and 
confidence values.  

3.5. Rule Selection  
The best co-operative rules are selected by means of Genetic Algorithm using Accuracy as the parameter. Thus, 
the output of this module provides best set of rules that helps in prediction. After filtering the rules based on 
support and confidence values, the best cooperative rules are selected by using evolutionary optimization tech-
niques like Genetic Algorithms (GA). The rules extracted by GA focuses on improving the accuracy of the 
model being developed. The parameter settings of the genetic algorithm are as follows: 

Initial population = Pruned Rules after support, confidence filtering; Number of generations = {5 - 500}; 
Cross over rate = 0.9; Mutation rate = 0.05.  
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The algorithm for extracting best set of rules for predicting the effort using GAs is explained as follows. 
The solutions (rules) obtained in the rule generation module is used as input to GA. The rules so generated are 

binary encoded. For example, consider the rule generated for Desharnais dataset is of the form: Teamexp is Low 
and Mgrexp is Low→Effortis Low. 

Each attribute Team experience, Manager experience has three linguistic variables Low, Medium and High 
defined for each, and Effort has five linguistic variable very low, low, medium, high, very high. Then the binary 
encoded rule is of the form 010,001,000,00000,000,000,00000,000,00001. Three digits are used for representing 
the attribute (except attribute transaction, adjustment and effort) and five digits are used for representing the 
attributes transaction, adjustment and effort. Binary encoding for attributes is done with bits of non-uniform 
length of 33 bits for Desharnais dataset. 

In three bit representation, the presence of 1 in the least significant position represents that the attribute falls 
in the Low region and 1 at the most significant position represents the High region. Presence of 1 at the middle 
says that the value of the attribute lies in the middle region. In Five bit representation 00001 represents very low, 
00010 represents low, 00100 represents medium, 01000 represents high, 10000 represents very high. The binary 
encoded solution is then used for evaluating the accuracy. Since the goal of the project is to maximize the accu-
racy, the accuracy itself is used as the objective function. The formula for computing the accuracy is as follows. 

TP TNAccuracy
TP FP TN FN

+
=

+ + +
                            (3) 

where, TP—true positive (i.e., number of positive cases correctly classified as belonging to the positive class); 
TN—true negative (i.e., number of negative cases correctly classified as belonging to the positive class); 
FP—false positive (i.e., number of negative cases misclassified as belonging to the positive class); FN—false 
negative (i.e., number of positive cases misclassified as belonging to the negative class). 

After evaluating the fitness function for each rule, the rules greater than the threshold value defined for accu-
racy are stored in the external population. The external population is used to store the high quality set of rules in 
each generation. No genetic operators are applied in this external population. The final population of GA may 
leave out some of the high quality rules generated in the intermediate generations, and hence an external popula-
tion is used. Reproduction or Selection is the first genetic operator applied on population. Chromosomes are se-
lected from the population to be parents to cross over and produce offspring. Roulette Wheel selection is used as 
the selection strategy for selecting individuals. This method selects individual that can be used in the next gen-
eration of solutions with a probability proportional to the fitness. The more accurate rules have higher probabili-
ties of being moved to the next generation. Cross over operator is applied to the mating pool with a hope that it 
would create better offspring. This operator proceeds in three steps. First, it selects at random a pair of individu-
al strings for mating, then a cross-site is selected at random along the string length and the position values are 
swapped between two strings following the cross site. Multi-point crossover is employed for crossing the indi-
viduals. Since there are numerous attributes present in each rule, this technique is employed. Consider two rules 
which are chosen as parents for crossover operation. Attributes like team experience and length is the cross over 
sited. The first three bits and third three bits of parent1 are interchanged with the first and third three bits of 
parent 2. Figure 2 shows a Cross-over operation: before mating and after mating of Desharnais dataset. Muta-
tion is carried out if the following two constraints are satisfied: (i) A rule is framed without antecedent but with 
consequent, and (ii) When an already existing individual is reproduced again by crossover or mutation operation. 
The solutions are then decoded. The process repeats with the rules framed after crossover and mutation 

3.6. Defuzzification 
The test set consisting of records for which effort needs to be predicted is fed into the defuzzifier. Using the best 
set of rules obtained from the rule selection module, the output (effort) is identified. The output so obtained is a 
linguistic term which is defuzzified to get a crisp value which gives the Effort in Person-hours or Person- 
months. 

The rule selection module produces set of rules that are more accurate with regard to the training dataset. The 
defuzzifier is used for testing the model developed against the test set. The test set (one-third of records) espe-
cially not in the training set is fed as input to the defuzzifier. It makes use of the best set of rules produced by the 
rule selection module to predict the output. If n number of rules satisfies the test set record, then those n rules are 
considered for predicting the output. The formulae for defuzzification and effort calculation are as follows. 
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Figure 2. Crossover operations: before mating and after mating.                            
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where 
jQµ  is the MF of consequent, and ( )im W  is the centre value of expected interval of target stage in his- 

torical dataset. The rule confidence is defined as TP/(TP+FN) in the high quality set of rules. The model was 
then evaluated using the Mean Magnitude of Relative Error (MMRE). The Magnitude of Relative Error (MRE) is 
defined as follows.  

  
 

i i
i

i

Actual Effort Predicted Effort
MRE

Actual Effort
−

=                         (6) 

The MRE value was calculated for each observation i whose effort is predicted. The aggregation of MRE over 
multiple observations (N) can be achieved through the MMRE as follows.  

1 N
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The model was then evaluated using the Mean Absolute Residual (MAR), Standardised Accuracy and effect 
size. The Mean Absolute Residual (MAR) is defined as the mean value of the absolute difference between the 
actual and predicted effort. n is denoted as number of observations. 
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where n is denoted as number of observations. The SA measure [11] is defined as the ratio represents how much 
better Pi is than random guessing.  

0
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i
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P

MAR
SA

MAR
= − ×                                   (9) 

where 
0PMAR  is the mean value of a large number, typically 1000, runs of random guessing. This is defined as 

predict a Ŷ  for the target case t by randomly sampling (with equal probability) over all the remaining n-1 cases 
and t̂ rY Y=  where r is drawn randomly from 1, , n r t∧ ≠ . The effect size is defined as, 
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where 
0PS  is the sample standard deviation of the random guessing strategy. 

4. Results and Discussion 
4.1. NASA93 Dataset 
The NASA dataset consists of 93 records and 27 attributes. One dependent variable is denoted as effort in the 
dataset.  

Results focused on Accuracy and Effect size: For variation in the parameters Support and Confidence, the 
proposed model is evaluated using the following metrics: Accuracy, Error and Time taken for execution. Table 
1 shows the results for Nasa93 datasets. From the analysis of Table 1, high support with high confidence gets 
constant SA value 43.94%. This higher SA value shows that the prediction system is better than the random 
guessing. No rules are formed above the support value 0.9. According to Software Defect Association mining 
and Defect correction effort prediction [12], the results suggested that a sufficient number of rules influence on 
the accuracy rather than high support and confidence values. But this proposed model influence on both the con-
straints: high support and confidence as well as the number of rules. Effect size either measures the size of asso-
ciations or the sizes of differences. From Table 1 it can be noted that “Small” effect size is obtained for the 
proposed model. According to the effect size mentioned in [11], the “small” effect size obtained indicates that 
the model is statistically significant. 

Instead of taking the mean of Absolute Residuals for all the 1000 runs, the worst value of ARs obtained (i.e., 
ARs of records with worst predicted values) during each iteration is taken and the mean is calculated. The mean  
so calculated is substituted in Equation (9) instead of 

0PMAR . The new enhanced evaluation metric standardized 
Accuracy is defined as  

0

1 100i
i

P
P

P

MAR
SA

AR
= − ×                                   (11) 

where 
0PAR  is taken as the average of the worst values of absolute residuals obtained for each run of random  

guessing. The values of SA obtained with the above formulae lie within the range of 89%-91%. The average 
training time required was 389 seconds. The average testing time for the proposed model is 773 seconds. 

Results focused on running time of Random guessing: To improve the efficiency of the model, multithreading 
is employed for generating thousand runs of random guessing. If one-third of the data consisting of 30 records is 
used for random guessing, then the results need to be predicted for 30,000 records in thousand runs. In a seriali- 

 
Table 1. Results for NASA93 dataset.                                                                        

Support Confidence No of rules No of best Rules MAR SA (%) Effect size MMRE (%) Training  
time (Secs) 

Testing  
time (Secs) 

0.5 0.3 479 2391 506.16 41.58 0.3026 14.75 524 1686 

0.5 0.6 479 2969 512.39 40.86 0.2973 15.93 1177 1176 

0.6 0.3 159 1328 476.52 45.00 0.3275 12.21 322 594 

0.6 0.6 159 1254 485.71 43.94 0.3197 11.42 393 828 

0.7 0.3 127 674 485.71 43.94 0.3197 11.42 217 423 

0.7 0.6 127 577 485.71 43.94 0.3197 11.42 284 574 

0.8 0.3 95 527 496.38 42.71 0.3108 12.47 66 626 

0.8 0.6 95 596 485.71 43.94 0.3197 11.42 128 279 

Avg.    491.79 43.21 0.3144 12.85 389 773 
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zation process, each iteration takes three seconds, thereby taking 3000 seconds for thousand iterations, while the 
time taken for model generation is less than 400 seconds. To obviate this problem, we have employed multi- 
threading since each iteration is independent of the previous iteration. Twenty iterations per thread are created, 
totally 50 threads are created. It requires six minutes for the multithreading process. 

4.2. COCOMO81 Dataset 
COCOMO81 data set consists of 63 records and 27 attributes. One dependent variable is denoted as effort in the 
dataset. All the variables except id are considered for predicting the effort. 

Results focused on Accuracy and effect size: Table 2 shows that minimum number of rules is obtained for a 
support and confidence value of 0.9 and 0.3 respectively. The corresponding SA value obtained is 69.34%. It 
can be observed that support, confidence and sufficient number of rules influence on the accuracy of the esti-
mated effort. The SA values obtained for different values of support and confidence are positive values which 
justify that the proposed prediction system is more dependable than the random guessing. It can also be noted 
that “Small” effect size is obtained which states that the model generated is statistically significant. However the 
values of standardized accuracy are in the higher range (i.e., 92% to 96%) for the average worst value of Abso-
lute Residuals. This dataset gets higher SA value compared to all the other datasets. The average training time 
for COCOMO model was 154 seconds. Average testing time was 778 seconds for COCOMO model. The run-
ning time for random guessing is 4 seconds.  

4.3. Desharnais Dataset  
Desharnais data set consists of 81 records and 12 attributes. One dependent variable is denoted as effort in the 
dataset. In our proposed method the eight independent variables are taken from the description of the linear re-
gression model of the dataset. The variables other than project ID, Year end and Points Non Adjust are consi-
dered for predicting the effort which is the output variable. 

Results focused on Accuracy and effect size: From Table 3, SA value of 47.92% was observed for 0.03 sup-
port and 0.9 confidence values. Besides the value of SA metric is positive for all notices which indicate that the  

 
Table 2. Results for COCOMO81 dataset.                                                                      

Support Confidence No of rules No of best rules MAR SA (%) Effect size MMRE (%) Training  
time (Secs) 

Testing  
time (Secs) 

0.5 0.3 279 1438 459.04 58.71 0.3139 17.14 185 674 

0.5 0.6 279 1849 349.96 68.52 0.3663 4.57 231 832 

0.5 0.9 279 1924 364.22 67.24 0.3594 5.70 199 878 

0.6 0.3 255 2350 586.12 47.29 0.2528 27.24 212 1017 

0.6 0.6 255 2339 393.74 64.59 0.3453 8.64 212 1027 

0.6 0.9 255 1898 358.78 67.73 0.3621 7.31 197 831 

0.7 0.3 215 1455 363.85 67.27 0.3596 6.32 135 690 

0.7 0.6 215 1565 436.72 60.72 0.3246 11.50 139 729 

0.7 0.9 215 1791 475.73 57.21 0.3058 14.99 161 827 

0.8 0.3 159 733 379.19 65.89 0.3522 7.39 86 432 

0.8 0.6 159 1773 384.25 65.44 0.3498 7.30 135 825 

0.8 0.9 159 2147 360.91 67.54 0.361 5.43 140 972 

0.9 0.3 127 1265 340.90 69.34 0.3707 3.83 86 636 

0.9 0.6 127 1269 356.43 67.94 0.3632 5.09 101 632 

0.9 0.9 127 1373 415.39 62.64 0.3348 10.00 93 670 

Avg.    401.68 63.87 0.3414 11.49 154 778 
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Table 3. Results for Desharnais dataset.                                                                       

Support Confidence No of rules No of best 
Rules MAR SA (%) Effect size MMRE (%) Training  

time (Secs) 
Testing  

time (Secs) 

0.01 0.3 850 4010 3189.72 19.10 0.1969 61.91 792 115 

0.01 0.6 211 492 3290.18 16.55 0.1707 54.43 153 30 

0.01 0.9 77 339 3396.59 13.85 0.1428 54.89 51 12 

0.02 0.3 343 1810 3440.40 12.74 0.1314 56.52 295 52 

0.02 0.6 63 352 3323.20 15.71 0.1620 46.16 41 12 

0.02 0.9 22 83 3379.32 14.29 0.1474 43.16 14 4 

0.03 0.3 170 861 3333.05 15.46 0.1595 52.67 126 26 

0.03 0.6 24 120 3247.17 17.64 0.1819 49.96 17 5 

0.03 0.9 8 41 2053.14 47.92 0.4942 105.45 7 3 

0.04 0.3 98 485 3492.19 11.43 0.1178 53.00 123 16 

0.04 0.6 10 44 3439.18 12.77 0.1317 46.48 3 4 

0.04 0.9 4 31 3495.47 11.35 0.1170 48.24 6 3 

Avg.    3246.34 17.403 0.1794 55.79 136 24 

 
proposed prediction system is better than random predictions. One of the MMRE values obtained is 105.45% for 
higher SA; hence this MMRE is as biased metric. According to the objective of the model, changing support and 
confidence values results in changes in SA. The small and medium effect size is also retained in this dataset 
which is statistically significant. However the values of SA are in the higher range (i.e., 76% to 86%) for the av-
erage worst value of Absolute Residuals. Running time (both training and testing) for Desharnais dataset is less-
er than the Running time for other three datasets with 26 attributes. The average training time for Desharnais 
dataset is 136 seconds. The average testing time was 24 seconds. The running time of the random guessing is 6 
seconds. 

4.4. Maxwell Dataset 
Maxwell data set consists of 62 records and 27 attributes. One dependent variable is denoted as effort in the da-
taset. The other independent variables are Start year of the project, Application type, Hardware platform, Data-
base, User interface, Where developed, Telon use, Number of different development languages used, Customer 
participation, Development environment adequacy, Staff availability, Standards use, Methods use, Tools use, 
Software’s logical complexity, Requirements volatility, Quality requirements, Efficiency requirements, Installa-
tion requirements, Staff analysis skills, Staff application knowledge, Staff tool skills, Staff team skills, Duration, 
Size, Time and Effort. The attribute Start year of the project is not considered for predicting the effort. 

Results focused on Accuracy and effect size: From Table 4, it is noted that positive values are sustained for 
SA which states that the prediction system is better than Random guessing. The maximum value of SA i.e., 
40.84%, is obtained from this model. It is observed that high support, high confidence and sufficient number of 
rules influence on SA value. The “small” effect size is obtained for Maxwell dataset. However the values of SA 
are in higher range (i.e., 87.5% to 88.5%) for the average worst value of Absolute Residuals. The average train-
ing time was 1208 seconds and average testing time was 694 seconds. The running time for random guessing is 
3 seconds 

4.5. Finnish-v2 Dataset 
Finnish-v2 data set consists of 38 records and 7 attributes. One dependent variable is denoted as development 
effort in the dataset. The variables other than project ID are considered for predicting the development effort.  

Results focused on accuracy and effect size: Table 5 shows that SA has positive values; hence prediction  
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Table 4. Results for Maxwell dataset.                                                                        

Support Confidence No of rules No of best 
rules MAR SA (%) Effect size MMRE (%) Training  

time (Secs) 
Testing time 

(Secs) 

0.1 0.3 3083 9123 6635.21 40.84 0.3063 30.01 7787 2989 

0.1 0.6 72 135 6816.66 39.22 0.2942 30.41 117 528 

0.2 0.3 380 1027 7212.47 35.69 0.2677 41.13 406 427 

0.2 0.6 15 59 6816.66 39.22 0.2942 30.41 39 470 

0.3 0.3 83 205 6733.95 39.96 0.2997 44.04 78 172 

0.3 0.6 5 83 6872.54 38.72 0.29042 53.56 10 138 

0.4 0.3 13 57 6816.66 39.22 0.2942 30.41 16 133 

Avg.    6843.45 38.56 0.2892 37.13 1208 694 

 
Table 5. Results for Finnish-v2 dataset.                                                                       

Support Confidence No of rules No of best 
Rules MAR SA (%) Effect size MMRE (%) Training  

time (Secs) 
Testing  

time (Secs) 

0.01 0.3 170 470 3449.03 51.71 0.6944 45.95 103 5 

0.01 0.6 79 242 3224.08 54.86 0.7367 24.79 48 3 

0.01 0.9 40 119 2919.87 59.12 0.7939 23.16 32 2 

0.02 0.3 102 315 3743.55 47.59 0.6391 42.55 63 4 

0.02 0.6 41 115 3128.41 56.20 0.7547 26.10 22 2 

0.02 0.9 21 69 2838.69 60.26 0.8092 21.42 17 1 

0.03 0.3 74 235 3653.64 48.85 0.6560 38.72 46 3 

0.03 0.6 31 113 2873.93 59.76 0.8026 21.34 18 1 

0.03 0.9 14 72 2991.64 58.12 0.7804 26.50 11 1 

0.04 0.3 66 234 3235.73 54.70 0.7345 36.69 39 3 

0.04 0.6 27 132 2774.20 61.16 0.8213 28.47 12 1 

0.04 0.9 13 70 3431.17 51.96 0.6978 29.88 8 1 

0.05 0.3 50 195 3556.22 50.21 0.6743 41.75 29 2 

0.05 0.6 18 72 3566.76 50.07 0.6723 28.05 9 1 

0.05 0.9 10 59 2588.04 63.77 0.8563 25.69 6 1 

Avg.    3198.33 55.22 0.7416 30.73 31 2 

 
system is better than Random guessing. A maximum of 63.77% SA is achieved through high support, high con-
fidence and with sufficient number of rules in this proposed model. The “large” effect size is obtained for Fin-
nish-v2 dataset. However the values of SA are in the higher range (i.e., 78.33% to 85.02%) for the average worst 
value of Absolute Residuals. The average training and testing time for Finnish dataset is 31 seconds and 2 
seconds. The running time of the random guessing for Maxwell dataset is 2 seconds. 

5. Conclusion 
The proposed model makes use of data mining and soft computing techniques for identifying the effort required 
for developing a software. The datasets in the PROMISE repository is used for evaluating the proposed model. 
The followings are the upsides of the proposed model: 1) Instead of scanning the dataset multiple times for ge-
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nerating rules and for calculation of support and confidence, the dataset is scanned only once to achieve both for 
improving the efficiency of the model; 2) Proposed Model produces improvement in accuracy for the considered 
datasets; 3) Random guessing for large number of runs is found out with the help of multithreading. Changes in 
the support and confidence value result in changes in the SA value for the proposed model. Enhanced SA metric 
is evaluated with different support and confidence value. Experimental results reveal that high support, high 
confidence and sufficient number of rules have an influence on the accuracy of the proposed model. This work 
can be extended to defect prediction. 
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