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Abstract 
Quantitative stock selection has become a research hotspot in the field of investment decision. As 
the data mining technology becomes mature, quantitative stock selection has made great progress. 
From the perspective of value investment, this paper selects top 200 stocks of A share in terms of 
market value. With the random forest (RF), financial characteristic variables with significant im-
pact on SVR are screened out. At the same time with quantum genetic algorithm (QGA) superior to 
the traditional genetic algorithm (GA), SVR parameters are deeply and dynamically sought for, so 
as to build the RF-QGA-SVR model for year-to-year stock ranking. The quantitative stock selection 
model is built, and the empirical analysis of its stock selection performance is conducted. The con-
clusion is as follows: 1) Optimizing SVR with QGA has higher precision than the traditional genetic 
algorithm, and is more excellent than the traditional GA optimization; 2) SVR after RF optimiza-
tion of characteristic variables more significantly improves the accuracy of stock ranking and pre-
diction; 3) In the stock ranking obtained from the RF-QGA-SVR model, the yields of top stock port-
folios are much higher than the market benchmark yield. At the same time, the yields of the top 10 
stock portfolios are the highest, and the top 30 stock portfolios are the most stable. This study has 
positive reference significance on quantitative stock selection in the field of quantitative invest-
ment. 
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1. Introduction 
Quantitative stock selection has become a research hotspot in the field of investment decision. As a challenging 
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work, it has attracted a large number of scholars. Securities market is a high-dimensional and nonlinear complex 
system with much noise. How to use the quantification method to select stocks with profit potential from a large 
number of stocks is the core problem of the quantificative stock selection. In terms of data operation of the se-
curities market, random discrete data seem to change over time. But in the long term, the securities market has 
certain operation rules. Results obtained with the traditional linear-centered financial time series method still 
lack rules in the high-dimensional nonlinear securities market, and are still random discrete time series. The de-
velopment of data mining and gradual maturity of artificial intelligence provides a new opportunity to the solv-
ing of high-dimensional and nonlinear problem with much noise. These methods oriented by artificial intelli-
gence include text mining, heuristic algorithm, neural network, fuzzy control based on fuzzy mathematics and so 
on. Artificial neural network represented by the BP neural network makes the most achievements in dealing with 
the nonlinear time series. At the same time it progresses rapidly. But BP neural network lacks the expert guid-
ance. With too many optional parameters, the convergence is easy to be very fast, leading to local optimization. 
There may be the problem of over learning and poor generalization ability. Support Vector Machine (SVM) 
based on the statistical learning theory is widely used to predict complex high-dimensional nonlinear system in 
recent years, and many achievements have been made. The problem solved by Support Vector Classification 
(SVC) or Support Vector Regression (SVR) changes low-dimensional nonlinear problem into high-dimensional 
linear problem, and simplifies the complex problem. But there are two important problems. First, the selection 
of SVM parameters has no good solution; second, feature selection has big impact on the performance of the 
model. 

2. Literature Review 
In the field of financial application research, SVM has become a widely used method. It is mainly used in the 
stock index and stock prediction. Kim (2005) [1] was the first to use SVM to predict financial time series data. 
The empirical results were very superior; Huang (2005) [2] used SVM to predict the stock market, and got the 
overall trend of the stock market according to the data of the stock market. The empirical results were very ideal; 
Lee (2009) [3] proposed a mixed feature extraction algorithm predicted stock index combining SVM, first 
screened characteristic of stock index according to the mixed feature extraction algorithm, and then predicted 
the stock index according to these feature vectors; Chen, et al. (2009) [4] combined genetic algorithm to optim-
ize FSVM, predicted the stock market data with high-dimensional input space with the model obtained by opti-
mization. The combination of fuzzy algorithm and SVM has better effect than the simple SVM prediction. 

Not only time series data is predicted. In this paper SVM is used to select stocks. This is very important in the 
study in the field of investment and has development prospect, but SVM is seldom used to select and build the 
quantitative model in this field. Although Palaniswami and Fan (2009) tried to use SVM to solve the problem of 
stock selection, they just only emphasized on classification of the stocks with SVM. Characteristics of stocks 
selected are not representative and there are few characteristics, which has big impact on the performance of 
SVM. 

When SVM is used to predict the stock market and individual stocks, selection of stock characteristics is an 
important problem. The effect of selection of stock characteristics directly has a significant influence on the ef-
fect of SVM. According to Yang and Honavar (1998) [5], the selection of characteristics decides the accuracy of 
a few classification problems, and affects the cost of classification. This paper chooses SVR to select stocks and 
build the quantitative stock selection model. It is consistent with the essential idea of regression. So the selection 
of stock characteristics is very important, and has a great influence on the effect of SVM. Li Yunfei (2009) [6] 
usedprincipal component analysis (PCA) to extract the value characteristics of stocks, and combined with SVM 
to identify constituent stocks of Shanghai securities composite index at the same time. Researches show that the 
model PCA-SVM stock selection model proposed by him has good stock selection ability; Yang Zhen and Xu 
Guoxiang (2011) [7] extracted characteristics for trading data of Shanghai and Shenzhen 300 Index based on 
PCA, and used genetic algorithm to optimize support vector machine (SVM), which solved the problem of SVM 
which could not dynamically sought for parameters. The empirical results show that the prediction precision of 
Shanghai and Shenzhen 300 Index and large scale share is very high; Chien (2012) [8] used the genetic algo-
rithm to extract stock characteristics and optimize parameters of SVR, ranked the stocks according to the pre-
dicted stock yield, and obtained relatively accurate stock selection model; Su Zhi, et al. (2013) [8] used financial 
data and trading data respectively, used kernel principal component analysis to select characteristics for financial 
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data and trading data, considered the results of feature selection as input vectors of SVR optimized with genetic 
algorithm, and made medium and long-term and short-term predictions respectively. 

Feature selection is an important problem in data mining. The feature selection directly affects the effect of 
the algorithm model. The conventional feature selection methods include stepwise regression analysis (SRA), 
principal component analysis (PCA), and currently popular kernel principal component analysis (KPCA) and 
decision tree (DT), etc. However, these methods can only reveal the correlation or relevance between stock cha-
racteristics, and cannot measure the effect of stock characteristics on stock yield, so investors cannot clearly 
judge the important indicators. Based on this, this paper puts forward the random forest algorithm based on 
combinational algorithm, and judges the impact of characteristic variables on stock yield by adding noise into 
characteristic variables, so as to measure the effect of each characteristic variable on stock yield. Some scholars 
have conducted the in-depth study on screening out characteristic variables with random forest algorithm. Robin, 
et al. (2010) used random forest to screen important variables to solve the dichotomy problem, comprehensively 
ranked the variables obtained, and obtained excellent empirical results. 

This paper has mainly finished the work in three aspects based on the previous literature. First, from the pers-
pective of value investment, the financial index stock selection system with guiding significance was built, ra-
ther than random screened financial data; second, RF-QGA-SVR quantitative stock selection model was built, 
with the random forest algorithm (RF) financial characteristics were screened, with quantum genetic algorithm 
(QGA) which could optimize more deeply than standard genetic algorithm (GA) penalty factor c, nuclear para-
meter g and slack variable p of SVR were dynamically sought for. The robustness of the model could be guar-
anteed. With RF-QGA-SVR model, stocks were selected in A Share. 

3. Construction of RF-QGA-SVR Model 
3.1. Support Vector Machine 
Different from traditional neural network based on empirical risk minimization, SVM is based on VC dimension 
of statistical learning theory and the principle of structural risk minimization. According to the finite sample in-
formation, compromise is sought between the complexity of model and learning ability, in order to get the best 
generalization ability. Structural risk includes not only empirical risk, but also confidence risk. By calculating 
the estimation interval, the upper limit of the whole structure risk can be calculated, which can further ensure the 
accuracy and generalization ability of the model. Vapnik [9], et al. were the first to propose SVM in 1995. 
Mainly according to the labeled training data learning, they obtained the separation function, and effectively 
solved the problem of data classification. From this perspective, SVM is mainly to solve the classification and 
regression problem with supervision on learning of tutor. 

3.1.1. Support Vector Classification (SVC) 
SVM still maintains good robustness and generalization under the complex high-dimensional linear system 
mainly by converting low-dimensional nonlinear problem into high-dimensional linear problem. The traditional 
machine learning method tends to local optimization, over learning and other conditions when dealing with 
problems under the high-dimensional conditions.SVM proposes to deal with the classification problem of the 
low-dimensional characteristic space, switch the sample vector to high-dimensional characteristic space by ker-
nel function, and maximize the interval of two classification problems. The sample vector on the edge line is 
support vector. So support vector machine (SVM) is also known as hyperplane problem to obtain the maximum 
margin. 

When it is linearly separable, a set of data points ( ){ },
n

i i i
T x y=  are given. k

ix R∈ , k is the space dimen-  

sion of input characteristic variable. In which, ix  is the characteristic input variable, iy  is two category labels, 
and { }1, 1iy ∈ − +  is maximum separation hyperplane. 

( )i iy b w y x i x= + ⋅∑  [1]                                  (1) 

In Equation (1) represents dot product, ( )x i  represents the test sample, brepresents the support vector, and 
wrepresents offset. The normal vector of the classification hyperplane is obtained by training data of SVM. 

In order to get the optimal classification hyperplane, the above problem can be converted into convex qua-
dratic programming problem. 
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( )

21min
2

St 1, 1, ,i i

w

y w x b i n⋅ + ≥ = 

                               (2) 

21min
2

w  means the object function which guaranteed the maximum gometric interval between the support  

vectors with different labels. When it is linearly separable, it is converted into high-dimensional version of 
maximum margin hyperplane. 

( )( )i iy b w y K x i x= + ⋅∑                                   (3) 

( )( )K x i x⋅  present sernel function. Kernel function is mainly a map used by SVM convert low-dimensional 
input characteristic variables into high-dimensional input characteristic variables. Common kernel function in-
cludes polynomial kernel function ( ) ( ), 1 dK x y xy= +  and RBF kernel function. According to the experience of 
the previous studies, this article selects RBF kernel function as SVR kernel function. 

3.1.2. Support Vector Regression (SVR) 
With the deepening of the research problem and expansion of SVM, support vector machine can be used to 
solve the classification problem. Support vector regression (SVR) is also developed for prediction of regression. 
The purpose of SVC is to seek for maximum margin classification hyperplane. Different from this, the goal of 
SVR is mainly to minimize the prediction error, and it is often used in nonlinear regression problem. Many re-
search results have been achieved.SVR has two outstanding characteristics: 1) Based on structural risk minimi-
zation principle, regression estimation function is realized, and the generalization ability of the model is ensured. 
At the same time, insensitive function is used to estimate the structural risk; 2) Empirical risk minimization is 
combined with empirical error. The non-robust risk function is derived. In this paper, nonlinear function is 
mainly used. 

When the prediction error is minimized, the convex quadratic programming problem is obtained. 

( )

2

s.t

1min
2

, 0i i

w

y w x b ε ε⋅ + ≤ ≥
                                (4) 

0ε ≥  represents the upper limit of the prediction error. 
The above model optimization is applicable to most of the training samples with the prediction error, but for 

some outliers, it will affect the entire model. In order to consider the outliers, the slack variables *,i iρ ρ  are in-
troduced to build optimization problem. 

( )2 *
1

*

*

1min
2

,
st ,

, 0

n
i ii

i i i

i i i

i i

w C

y w x b
y w x b

ρ ρ

ε ρ
ε ρ

ρ ρ

=
+ +

 − − ≤ +
 − − ≤ +
 ≥

∑

                                (5) 

C represents that the error is beyond the tolerance. The greater C is, the more attention is paid to outliers. ε  
is the insensitive loss function. The introduction of ε  improves the estimation robustness. In the empirical 
study, the researchers need to select and decide C and ε  by themselves. 

By building Lagrange function, the above optimization problem is converted into the dual problem. 

( ) ( )

( ) ( )
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* * * *
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The most optimal sum *w  and *b  is obtained. 

( )1
* *

i i i
n

i
w xλ λ

=
= +∑  

* , , 0 , 1, ,i i ib y w x C i nε λ= − − ≤ ≤ =   

* , , 0 , 1, ,i i ib y w x C i nε λ= − + ≤ ≤ =   

Similar to SVC, SVR can introduce the kernel function into low-dimensional nonlinear problem, and change 
into high dimensional-linear problem. The decision function obtained can be turned into: 

( ) ( ) ( )*
1

, .n
i i ii

f x k x x bλ λ
=

= − +∑                                 (6) 

The kernel function selected in this paper is RBF kernel function. Kernel parameter is γ. The selection of γ has 
important effect on kernel function. If it is set too high, it is easy to cause excessive fitting of the model. On the 
contrary, it will cause poor learning promotion ability. 

3.1.3. SVR Regression Predicted Value as the Proxy Variable of Stock Yield 
In this paper, our purpose is to screen out stocks with profit potential in the future. Through SVR, the precision 
of stock yield is predicted. It mainly depends on characteristic variables and model parameters. From the pers-
pective of value investment, we look for the preliminary financial indicators from six aspects of A-share listed 
company, including rationality of earnings per share, profitability, leverage level, liquidity, efficiency level and 
growth ability. 

With SVR the stock yield is predicted. The results obtained are yield agent variables of stock yield. We don’t 
need perfect prediction results. The main purpose is to rank the stocks by yield from high to low. Assume that F 
is the input characteristic variable, θ  is SVR model parameter, and the yield of stock I at time t is 

( ), , , 1, ,i tr F i nθ =  . All the stock yields are predicted, the proxy variable of predicted yield is obtained, and the 
stocks are ranked. Assume that ( ), ,i t Fα θ  is the predicted ranking of stock in all the stocks. If , ,i t j tα α> , 

( ) ( ), ,, ,i t j tr F r Fθ θ> , then: 
( ) ( )( ), ,, , .i t i tF p r Fα θ θ=                                     (7) 

The goal of this paper is to screen out the top m stocks from all stocks and build a portfolio. The evaluation 
index of the whole stock portfolio can be built as follows: 

( ),1
.1 m

t t i ti
R R S

m =
= ∑                                        (8) 

Here, ,i tS  represents the ranking of the ith stock at time t, ( )tR ⋅  represents the real yield of stock i at time t, 
and tR  represents the average yield of top m stock portfolios at time t. The cumulative yield of m stock portfo-
lios in k years is as follows. 

( )1 1 1k
C ttR R

=
= + −∏                                       (9) 

In general, the process steps of the whole algorithm model are as follows: 
1) i = 1. 
2) Input parameters and the actual yield. Do the model training with SVR. 
3) Input the input parameters ( ),F θ  of the i + 1th year. Use the SVR model obtained in the ith year to calcu-

late the yield of the i + 1th year of stock to obtain the predicted yield of agent. According to Equation (7), the 
stocks are ranked. 

4) m stocks are screened out from results obtained from the previous step. The yield of stocks selected each 
year is calculated. By Equation (8), the average yield of portfolio m is calculated and obtained. 

5) i < −i + 1. Repeat (2)-(4), until i = k − 1. 
6) Use Equation (9) to calculate the cumulative yield of corresponding year of top m stocks. 

3.2. SVR Model Optimization 
SVR model optimization mainly has two aspects. On the one hand, characteristic variable input selection. Im-
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portant characteristic variables are selected, and the robustness of the model is guaranteed. On the other hand, 
the model parameter selection has big influence on the performance of the model, so we need to precisely find 
the parameters and guarantee the prediction ability of the model. In this paper, for SVR parameter optimization, 
we use the quantum genetic algorithm (QGA) to respectively optimize penalty factor C of SVR, RBF kernel pa-
rameter g and slack variable g; with random forest algorithm (RF) SVR input characteristic variables are ranked, 
and important characteristic variables are screened out, so as to build the RF-QGA-SVR model. 

Quantum Genetic Algorithm (QGA) 
Quantum genetic algorithm (QGA) is the heuristic global search algorithm developed based on population com-
bining quantum evolutionary algorithm and genetic algorithm with the tenet of “combinatorial optimization”, 
which give full play to their advantages. As we all know, quantum mechanics play an key role in the physics 
history, so that the study changes from the deterministic law in the macroscopic world to the quantum motion 
based on probability theory in the microscopic world, which greatly expands the research category. Because of 
superposition in the quantum world, the space diversity is ensured. At the same time quantum bit is proposed, 
and the diversity of information storage is realized. The idea developed combined with genetic algorithm con-
cept based on the population can be deeply searched and analyzed. 

Similar to genetic algorithm, the quantum genetic algorithm has consistent idea in terms of the structure from 
individual to the population, design and calculation of fitness function, and change and update of the individual. 
The difference is that chromosome in the genetic algorithm only represents a certain chromosome, while chro-
mosome in the quantum genetic algorithm is constructed based on the quantum bit. Quantum chromosome can 
present the superposition in a number of different states. At the same time, quantum genetic algorithm use 
squantum rotation gate to update the population and obtain the diversity of population. At the same time the op-
timal solution of population can be obtained, and the convergence rate of the population can be increased. 

In this paper, the principle of SVR cross validation is used to divide training data into 5 tests. The training da-
ta is randomly divided into five parts. 4 parts are considered as the training data, and 1 part is considered as the 
test data. The predicted root mean square error cvMSE  is considered as the fitness function of quantum genetic 
algorithm (QGA). The fitness function cvMSE  is as follows: 

( )2*
1

1 .k
cv i ii

MSE y y
k =

= −∑                                (10) 

This paper uses SVR model parameters optimized by QGA (c, g, p). The algorithm process is as follows: 
1) The population size, maximum number of iterations, crossover probability and mutation probability are set. 
2) Population initialization. 
The initial population consists of N chromosomes. The gene position of each chromosome is represented with 

quantum bit. The population chromosome is represented as ( ) ( )1 2, , ,t t t
Np t X X X=  ,. Each chromosome is the 

binary string with the length of m. There are m observation angles. The kth state representing the binary string  

( )1 2, , , mx x x  is used by ks . Assume that the probability amplitude of quantum bit is 
α
β
 
 
 

. For the chromo- 

some with m quantum bits, through the probability amplitude the jth chromosome of the tth generation can be ex- 

pressed as 1 2

1 2

t t t
t m
J t t t

m

X
α α α
β β α
 

=  
 





 ( )1, 2, ,j N=  , all chromosome of the ith generation will have the same  

form. In which 2 2 1α β+ = . The sine function and cosine function are used to construct the probability am-
plitude. The observation angle of initialization quantum bit is π 4ϕ = , then the probability amplitude is 1 2 . 
Each chromosome is in all linear superposition with equally likely probability. It can be expressed as:  

20
1

1
2

m
qj kk m

sϕ
=

= ∑ . 

3) The fitness of each individual in p(t) of the tth generation of population is calculated, and the optimal one 
cvMSE  is stored. 

4) Start to enter the iteration algorithm. 
5) Finer operation is conducted on the individual with quantum rotation gate. 
Guided by the optimal solution in the current population, the rotation angle is set. Through the observation of 
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the optimal individual and the state of quantum bit corresponding to the current individuals, at the same time 
with the difference of fitness the direction and size of rotation angle is determined. With the atom as the argu-
ment, according to the rotation angle θ∆ , quantum revolving door can be expressed as: 

( ) ( ) ( )
( ) ( )

cos sin
sin cos

U
θ θ

θ
θ θ
∆ ∆ − 

=  


∆
∆ ∆

 

In this paper, the structure of the quantum revolving door strategy is as Table 1. 
6) The mutation operation is completed for the quantum non-gate, population individuals are updated, the 

population diversity is improved, and prematurity and local extremum are avoided. 

0 1
1 0

i i

i i

α β
β α
    

=    
     

 

7) Through the viewing angle obtained, the corresponding binary solution is generated. In the interval [0, 1] 
random number r is generated. If 2

ir α< , then the corresponding quantum bit collapses to 1. Otherwise it col-
lapses to 0. 

8) Continue to calculate the fitness of population and store the optimal value. 
9) Determine whether pre-set number of iteration has been reached. If yes, jump out of the algorithm. 

3.3. Random Forest (RF) 
The traditional classification regression model has many problems. Over fitting and poor generalization ability 
may appear. In order to solve this problem, many scholars put forward the idea of combination algorithm, used 
the commonly used classification or regression model as the base classifier, randomly screened out part of data 
as the training data, got a set of training model of the base classifier, and then summarized according to the pre-
dictive results of the base classifier. If the dependent variable is classified variable, weighted voting is required. 
If the dependent variable is continuous variable, the average shall be taken, and finally the predicted value is de-
cided. 

Random forest algorithm uses bootstrap to resample and generate multiple samples with the same number of 
the samples, and generate the corresponding multiple decision trees. And the difference in the process of gene-
rating decision-making tree is that in the selection of characteristic variables of each node not all candidate cha-
racteristic variables are selected, but a certain number of characteristic variables are selected in all the characte-
ristic variables, which ensures the diversity of the decision tree. The computing time can be reduced to a certain 
extent, which guarantees the robustness of the resulting value. The resulting multiple decision trees are voted or 
averaged according to the value obtained. Study shows that the random forest algorithm can process high-   
dimensional complex function, be tolerant to abnormality and have strong noise ability. At the same time it will 
not have excessive fitting. In general, assume that the training set is ( ) ( ){ }1 1 , ,, ,n nX Y XT Y=  . Multiple data 
 
Table 1. Quantum revolving door strategy.                                                                        

Rotation angle Symbol of rotation angle ( )i is α β  

xi besti f(x) < f(best) iθ∆  0i iα β >  0i iα β <  0iα =  0iβ =  

0 0 False 0 0 0 0 0 

0 0 True 0 0 0 0 0 

0 1 False 0.01π  +1 −1 0 1±  

0 1 True 0.01π  −1 +1 1±  0 

1 0 False 0.01π  −1 +1 1±  0 

1 0 True 0.01π  +1 −1 0 1±  

1 1 False 0 0 0 0 0 

1 1 True 0 0 0 0 0 
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iT  are sampled and generated by Bagging. By random vector iθ , every decision tree is independently and 
identically distributed by iθ , and eventually a set of ( ),i ih T θ  decision tree is generated. 

At present, the random forest is mainly used to solve two kinds of problem. The first kind of problem is as 
follows. According to the existing training data, the learning is supervised, and the important prediction model is 
built. The second kind of problem is as follows. According to the effect of the characteristic values on the de-
pendent variable, the characteristic values are evaluated and ranked. Characteristic values important for the de-
pendent variable are screened out. The base classifier used by random forest algorithm built in this paper is clas-
sification and regression tree (CART). An important feature of the random forest algorithm is out-of-bag data. 
Random forest uses sampling with replacement. Each decision tree corresponds to data not sampled. These data 
is called out-of-bag data (OOB). Random forest algorithm can take advantage of these out-of-bag data for inter-
nal model validation. 

From the six aspects of listed companies, this paper preliminarily screens out 16 financial indexes, and uses 
random forest to evaluate the importance algorithm of characteristic variable. The structure is as follows: 

1) The number of decision-making regression tree random forest (N) is set in advance. At the same time, the 
number of candidate features of random subspace (m) is set. m < 16. Through the bootstrap algorithm, the sam-
pling with replacement is completed. 200 data is sampled each time, with the same number as the sample size. 
The decision regression tree is built; 

2) The corresponding out-of-bag data (OOB) corresponding to each decision tree is recorded. Without-of-bag 
data (OOB), the training set is tested, and out-of-bag error is estimated, namely the root mean square error, rec-
orded as MSEOOBerror1; the jth characteristic variable is added into noise, and then out-of-bagerror corres-
ponding to the random forest (MSEOOBerror2) is calculated. The importance of the jth characteristic variable is 
as follows: 

The importance of the jth characteristic variable = MSEOOBerror2 MSEOOBerror1 Ntree.−∑  
3) According to the increase of the root mean square error, the importance of impact of candidate financial 

characteristic variables on stock yield is judged, so as to rank financial characteristic variables, and define the 
impact of each financial index on stock yield, so as to screen out important financial indicators, which is an im-
portant step of RF-QGA-SVR model. 

4. Empirical Analysis 
4.1. Data Selection and Variable Processing 
The top 200 listed companies in terms of market value of a share from 2013 to 2014 are selected (excluding 
missing data samples). The sample number is 2400. The financial data and annual return are selected as sample. 
All data comes from wind database and Juyuan database. This paper considers financial characteristics of listed 
companies as the input variables, and annual return of stock as response variables. Through reading and sum-
mary of literature, 16 indexes are screened out from six aspects as the factors of value investment which affect 
the annual return of stock. Due to the big scope of value range of each index, in order to eliminate the influence 
of large value and small value, this paper puts financial characteristic variables into the interval [−1.1]. At the 
same time with Libsvmkit developed by Professor Lin Zhiren of Taiwan University, the empirical results are 
realized. 16 financial indicators are as shown in the Table 2. 

4.2. Empirical Result Analysis 
4.2.1. QGA Parameter Seeking and VS QG Parameter Seeking 
To highlight QGA’s parameter seeking ability of SVR transformed in this paper, from 2400 sample data from 
2003 to 2014, this paper randomly selects 400 data as the training sample, and 120 data as test samples.QGA is 
used to optimize SVR’s penalty factor C, nuclear parameter g and slack variable p. The evolution algebra is set 
as 200, the population is set as 30, the crossover probability is set as 0.7, and the mutation probability is set as 
0.1. GA and QGA are operated for 50 times. The results are as in Figure 1 and Figure 2. We use the min cvmse
to be best fines sand we calculate the mean of all the population cvmse  at each generation. At the same time, 
we calculate the mean fitness and best fitness to inspect how the optimization algorithm show at each generation. 
We want to compare the different optimization algorithm. 

Results of QGA and GA optimizing SVR (c, g, p) are shown in the following Table 3. 
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Table 2. 16 financial indicators of listed companies.                                                                 

Attribute Financial indicators Indicator description 

Rationality of earnings 
per share [10]-[12] 

(1) Price earning ratio (PE) PE = Price per share/Earnings per share 

(2) Price/book value ratio (PB) PB = Price per share/Book value per share 

(3) Price-to-sales ratio (PS) PS = Share price/Sales per share 

(4) Earnings per share (EPS) EPS = After-tax profits/Number of capital stock 

Profitability [13] 

(5) Return on equity (ROE) ROE = Net profit/Stockholders’ equity 

(6) Return on asset (ROA) ROA = Net income after tax/Total assets 

(7) Operating profit margin (OPM) OPM = Operating income/Net sales 

(8) Net profit margin (NPM) NPM = Net profit/Sales 

Leverage level [14] 
(9) Debt-equity ratio (DE) DE = Total liabilities/Shareholders’ equity 

(10) Times interest earned (ICV) ICV = Earnings Before Interest and Tax/Interest cos 

Liquidity [14] [15] 
(11) Current ratio (CR) CR = Current assets/Current liabilities 

(12) Quick ratio (QR) QR = Quick assets/Current liabilities 

Efficiency level [15] 
(13) Inventory turnover ratio (ITR) ITR = Sales cost/Average inventory 

(14) Accounts receivable turnover ratio  
(RTR) RTR = Operating income/Average balance of accounts receivable 

Growth ability [15] 

(15) Increase rate of business revenue (OIG) OIG = (Revenue of the current year-revenue of the previous year)/ 
revenue of the previous year 

(16) Net profit growth rate (NIG) 
NIG = (After-tax net revenue of the current year-After-tax net  
revenue of the previous year)/After-tax net revenue of the previous  
year 

 

 
Figure 1. GA parameter seeking and iterative evolution process.             

 
From iterative evolution figure of GA and QGA, we can see that the GA convergence speed is too high, val-

ues are relatively scattered, and value speed of QGA is relatively homogeneous. It does not tend to local optimal 
solution. At the same time, goodness of fit 2R  of QGA for test sample is 98.8%, higher than 90.0% of QA. At 
the same time, the optimal root mean square error 67.622 10−×  obtained in the process of parameter seeking of 
QGA is smaller than 55.4 10−×  of GA. From these aspects, it can be seen that optimization of SVR (c, g, p) of 
QGA proposed in this paper is deeper, and it does not tend to local optimal solution. The generalization  
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Figure 2. QGA parameter seeking and iterative evolution process.         

 
Table 3. Comparison of GA and QGA parameter seeking results.                                                      

 Number of  
training samples 

Number of test  
samples R2 mse bestmse bestc bestg bestp 

GA 400 120 0.9008 5.4 × 10−5 0.0085 626 864.65 0.0256 

QGA 400 120 0.988 7.622 × 10−6  421.78 0.0176 0.01 

 
ability is further guaranteed. 

4.2.2. SVR Year-to-Year Regression with Full Characteristics of Experience Parameter Belt 
Year-to-year regression is completed for data from 2003 to 2014. Stock yields obtained after SVR regression are 
ranked. The top 10, 20 and 30 stocks in terms of yield are screened out, built and combined, and compared with 
the benchmark yield of top 200 stocks in terms of market value each year. In order to highlight the change of the 
investment value, this paper uses Equation (9) to calculate the cumulative yield, and calculates cumulative yield 
obtained in the corresponding year respectively. 

This paper uses Libsvm toolbox to give the empirical parameters. Penalty factor C, nuclear parameter g and 
slack variable p given according to the experience are (c, g, p) = (10, 0.0625, 0.01), in which 0.0625 is the reci-
procal of totally characteristic number. The result of year-to-year regression is as in Figure 3. 

In order to highlight changes, the cumulative yield changes calculated with Equation (9) areas in Figure 4. 
When experience parameter selecting (c, g, p) = (10, 0.058, 0.01) is selected, with full characteristics, SVR is 

sued for year-to-year regression prediction of the data from 2004 to 2014. The results obtained are ranked. We 
can see that top 10, 20 and 30 stocks have to be bought every year and held to the end of the year. In Figure 3, 
we will find that the annual average yield roughly outperforms the average benchmark yield. From cumulative 
yield in Figure 4, we can see that the yield of top 10, 20 and 30 stock portfolios is all higher than the benchmark 
yield. Among them, the investment value of the top 20 stock portfolios reached 35 times from 2003 to 2014. 
Without parameter optimization and characteristic optimization, the yield of SVR model is higher than bench-
mark yield. 

4.2.3. SVR Year-to-Year Regression of Experience Parameter of RF Characteristic Optimization Belt 
In the previous section, (c, g, p) = (10, 0.0625, 0.01) is used for SVR model without characteristics optimization. 
In this section, in order to show the impact of characteristic optimization on cumulative yield, the random forest 
is used to evaluate, rank and screen out important characteristic variables. SVR with characteristic optimization 
is used for year-to-year regression (in Figure 5 and Figure 6). 
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Figure 3. SVR (10, 0.0625, 0.01) annual yield without characteristic optimization.                        

 

 
Figure 4. SVR (10, 0.0625, 0.01) accumulative yield without characteristic optimization.                

 

 
Figure 5. Annual average yield when RF optimizes SVR (10, 0.0625, 0.01).                              

 
Based on the empirical parameter (c, g, p) = (10, 0.058, 0.01) of SVR, the random forests (RF) is added for 

characteristic optimization first. And then RF-SVR after characteristic optimization is used for year-to-year re-
gression and compare with SVR regression without characteristic optimization. Through comparison of Figure 
5 and Figure 3, it is found that the annual average yield of SVR after RF optimization is much greater the an-
nual bench mark yield. Among them, the cumulative yield of the top 10, 20 and 30 stocks is higher than the  
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Figure 6. Annual cumulative yield when RF optimizes SVR (10, 0.0625, 0.01).                        

 
benchmark yield. The investment value of the top 10 stock portfolios reached 235 times from 2003 to 2014. It 
shows that SVR after RF optimization is more outstanding. The characteristic screening is very necessary. 

4.2.4. SVR Optimized by QGA and SVR without Characteristic Optimization 
In order to further compare, this section uses QGA for optimization of SVR and year-to-year regression of 
QGA-SVR. The empirical results obtained are as in Figure 7 and Figure 8. 

The annual average yield of SVR after dynamic parameter seeking of QGA was higher than the benchmark 
annual average yield from 2004 to 2014. Figure 7 shows SVR after parameter seeking based on empirical pa-
rameters. The annual average yield of the top 10, 20 and 30 stock portfolios is higher than the benchmark annual 
average yield. At the same time, the cumulative yield of the top 10 stocks reached 383 times by 2014,That of the 
top 20 stocks reached 184 times, and that of the top 30 stocks reached 137 times. This is outperforms than SVR 
model set according to empirical parameters. 

4.2.5. RF-QGA-SVR Model 
In this section, year-to-year regression is completed for RF-QGA-SVR model built according to this paper. RF is 
used to screen out the characteristic variables. QGA optimizes the parameters of SVR (Figure 9 and Figure 10). 

From Figure 9 we can see that the average yield obtained by the regression of RF-QGA-SVR model every 
year of top 10 stock portfolios, top 20 stock portfolios and top 30 stock portfolios is higher than the benchmark 
annual average yield. At the same time, from Figure 10 and Table 4 we can see that the cumulative yield of the 
top 10 stock portfolios increased by 1145 times in 2014, that of the top 20 stock portfolios increased by 374 
times, and that of the top 30 stock portfolios increased by 264 times. Compared with 17 times of benchmark ac-
cumulative yield, it is far higher than the benchmark accumulative earnings. 

The portfolio obtained by stock yield ranked by RF-QGA-SVR is more superior to SVR selected according to 
empirical parameters, belt empirical parameter SVR after RF characteristic optimization and QGA-SVR. At the 
same time we can see that the yield of the top 10 stock portfolios, top 20 stock portfolios and top 30 stock port-
folios obtained by RF-QGA-SVR model gradually increases and presents a certain convergence, which shows to 
a certain extent it fits the optimal solution ranked by yield. 

From 2003 to 2014, in the process of year-to-year regression with RF-QGA-SVR, the use frequency of finan-
cial indicators screened out by RF optimization characteristic variables is as in Figure 11. 

We use the random forest to calculate the importance of characteristic variables that the importance is above 
0.35. The variable that the importance is above 0.35 can guarantee that we get the strong features. From Figure 
11, we can see that PB, ROE and ROA are most frequently used financial indicators. They are used in every re-
gression prediction process of RF-QGA-SVR, and belong to the first order of financial gradient, followed by the 
second order of gradient, including PE, EPS and OPM. The third gradient includes PS, NPM and ITR, so we can 
see that in the 11 years from 2004 to 2014, A-share market has a large impact on stock yield in three important 
financial aspects, including the rationality of earnings per share, profitability and efficiency level. 
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Figure 7. Annual average yield when QGA optimizes SVR.                                         

 

 
Figure 8. Annual average yield when QGA optimizes SVR.                                            

 

 
Figure 9. Annual average yield of RF-QGA-SVR.                                              

4.2.6. RF-QGA-SVR Model Test 
In the above sections, RF-QGA-SVR model uses all the data of each year from 2003 to 2013 as the training data. 
In fact, the data should be divided into two parts. One part is the training set used to build the model. The other 
part is the test set used to test the model. The aim is mainly to test whether the model learned on the training set 
applies to data in the test set. 
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Figure 10. Cumulative yield of RF-QGA-SVR.                                                     

 

 
Figure 11. Use frequency of financial indicators.                                                        

 
Table 4. Cumulative yield of RF-QGA-SVR model regression.                                                             

 Benchmark yield Top10 portfolios Top 20 stocks Top 30 stocks 

2004 −3.24% 32.09% 26.86% 16.77% 

2005 −0.0265 0.675694 0.414362 0.26602 

2006 137.82% 567.50% 407.44% 356.46% 

2007 6.916449 28.09214 21.84821 18.65669 

2008 2.506195 18.451 13.01509 10.80188 

2009 7.444671 73.04025 53.67008 43.42227 

2010 9.005246 139.6394 88.92134 68.18769 

2011 6.518942 123.4378 74.69578 56.26665 

2012 7.696409 329.7681 128.2657 85.4211 

2013 10.04009 686.1376 225.0986 152.8987 

2014 17.19738 1145.489 374.188 264.9831 
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To test the model, the data from 2003 to 2014 is divided into two parts. The data of the first n years is consi-
dered as the training data, and the data in the rest years (11 − n) is considered as test data. The problem is ana-
lyzed from 10 stock portfolios, 20 stock portfolios and 30 stock portfolios. 

Tables 5-7 use results from 50 times of iteration of RF-QGA-SVR. We can see that in 11 model validations in 
the model validation of 10 stock portfolios under the test data the yield of nine times is higher than the bench-
mark yield. The yield of 10 times of 20 stock portfolios and 30 stock portfoliosis higher than the benchmark 
yield. At the same time we can see that as the number of stock portfolios selected increases, the standard devia-
tion decreases, and the combined yield becomes more stable. From the above table, we can see that the yields of 
30 stock portfolios are more robust. 
 
Table 5. Model validation of 10 stock portfolios.                                                                   

Training data 
Benchmark 
annual yield 

(%) 

Combined  
annual yield  

(%) 

Standard  
deviation of 

combined yield 
(%) 

Test data Benchmark 
annual yield (%) 

Combined 
annual yield 

(%) 

Standard  
deviation of  

combined yield 
(%) 

2003 14.22 56.26 37.49 2004-2014 50.98 78.57 185.28 

2003-2004 5.49 47.80 42.80 2005-2014 56.40 154.39 210.46 

2003-2005 3.86 49.88 21.90 2006-2014 62.59 163.75 189.67 

2003-2006 38.96 232.88 137.68 2007-2014 52.39 101.52 164.02 

2003-2007 77.75 284.04 164.74 2008-2014 26.60 89.77 95.48 

2003-2008 55.51 241.23 175.00 2009-2014 40.32 37.89 49.21 

2003-2009 67.69 302.73 143.32 2010-2014 20.21 11.28 44.32 

2003-2010 61.54 214.18 161.31 2011-2014 20.64 53.44 90.56 

2003-2011 51.94 201.60 184.42 2012-2014 30.29 49.50 82.70 

2003-2012 48.31 202.01 184.33 2013-2014 45.89 68.91 80.23 

2003-2013 46.37 226.97 170.30 2014 64.83 89.48 38.20 

 
Table 6. Model validation of 20 stock portfolios.                                                                   

Training data 
Benchmark 
annual yield 

(%) 

Combined  
annual yield  

(%) 

Standard  
deviation of 

combined yield 
(%) 

Test data Benchmark 
annual yield (%) 

Combined  
annual yield 

(%) 

Standard  
deviation of  

combined yield 
(%) 

2003 14.22 50.23 93.39 2004-2014 50.98 135.41 97.89 

2003-2004 5.49 46.27 104.24 2005-2014 56.40 117.97 98.41 

2003-2005 3.86 46.88 62.48 2006-2014 62.59 131.18 77.18 

2003-2006 38.96 197.39 87.04 2007-2014 52.39 58.60 85.31 

2003-2007 77.75 269.35 94.99 2008-2014 26.60 38.42 83.74 

2003-2008 55.51 215.63 102.35 2009-2014 40.32 58.89 66.37 

2003-2009 67.69 210.03 88.77 2010-2014 20.21 28.47 59.49 

2003-2010 61.54 205.80 76.61 2011-2014 20.64 16.60 54.88 

2003-2011 51.94 186.02 75.56 2012-2014 30.29 34.11 63.60 

2003-2012 48.31 188.91 122.52 2013-2014 45.89 61.36 53.53 

2003-2013 46.37 196.64 159.11 2014 64.83 78.90 49.16 



L. C. Tang, Q. M. Lin 
 

 
361 

Table 7. Model validation of 30 stock portfolios.                                                                    

Training data 
Benchmark 
annual yield 

(%) 

Combined  
annual yield 

(%) 

Standard  
deviation of 

combined yield 
(%) 

Test data 
Benchmark 
annual yield 

(%) 

Combined  
annual yield 

(%) 

Standard  
deviation of  

combined yield 
(%) 

2003 14.22 52.06 31.90 2004-2014 50.98 93.39 28.40 

2003-2004 5.49 38.78 37.47 2005-2014 56.40 116.68 39.81 

2003-2005 3.86 43.87 26.61 2006-2014 62.59 110.69 17.48 

2003-2006 38.96 157.80 39.24 2007-2014 52.39 75.73 46.49 

2003-2007 77.75 260.32 80.78 2008-2014 26.60 41.94 28.78 

2003-2008 55.51 194.23 79.53 2009-2014 40.32 27.79 32.85 

2003-2009 67.69 196.87 150.40 2010-2014 20.21 8.27 21.18 

2003-2010 61.54 173.68 33.35 2011-2014 20.64 16.63 15.93 

2003-2011 51.94 184.34 19.41 2012-2014 30.29 49.22 18.82 

2003-2012 48.31 176.75 9.83 2013-2014 45.89 46.94 11.91 

2003-2013 46.37 180.21 22.72 2014 64.83 69.84 31.64 

5. Conclusions 
In this paper, RF-QGA-SVR is used as the quantitative stock selection model. With SVR year-to-year regression 
is completed for A-share stock from 2003 to 2014, and the ranking of stock yield each year is obtained. The top 
stocks form a portfolio. In order to guarantee the prediction accuracy of SVR, RF is used for characteristic 
screening of stock characteristic variables. At the same time with QGA penalty factor C, kernel parameter g and 
slack variable p of SVR are optimized, which ensures the prediction accuracy of SVR to a certain extent. 

Through empirical research, we can see that the feature screening of the stocks plays an important role in our 
proposed model. The effect obtained by stock selection with RF optimization feature is far better than the stocks 
without characteristic optimization. At the same time, the quantum genetic algorithm (QGA) proposed in this 
paper carries on deeper optimization of SVR than the traditional genetic algorithm (GA). The effect obtained by 
stock selection when QGA optimizes SVR is more optimized than SVR selected by experience. At the same 
time, from the perspective of value investment, we give several important financial indicators with big influence 
on A-share stock yield, and provide the judgment method for investors. 

Overall speaking, the yield of stock portfolios selected by the RF-QGA-SVR model proposed in this paper is 
much better than the benchmark yield. Therefore, we expect to provide clear idea in terms of quantitative stock 
selection in the field of quantitative investment. In the future more studies on quantitative stock selection based 
on SVR model can be provided, and at the same time the selection of financial characteristics affecting the stock 
yield can be further extended. In terms of the optimization of SVR, we can more diversified group bionic intel-
ligent algorithm, such as evolutionary algorithm (ES) and particle swarm optimization (PSO). 

References 
[1] Kim, K.-J. and Han, I. (2000) Genetic Algorithms Approach to Feature Discretization in Artificial Neural Networks for 

the Prediction of Stock Price Index. Expert Systems with Applications, 19, 125-132.  
http://dx.doi.org/10.1016/s0957-4174(00)00027-0 

[2] Huang, W., Nakamori, Y. and Wang, S.Y. (2005) Forecasting Stock Market Movement Direction with Support Vector 
Machine. Computers and Operations Research, 32, 2513-2522. http://dx.doi.org/10.1016/j.cor.2004.03.016 

[3] Min, J.H. and Lee, Y.-C. (2005) Bankruptcy Prediction Using Support Vector Machine with Optimal Choice of Kernel 
Function Parameters. Expert Systems with Applications, 28, 603-614. http://dx.doi.org/10.1016/j.eswa.2004.12.008 

[4] Chen, Y. and Cheng, C. (2009) Evaluating Industry Performance Using Extracted RGR Rules Based on Feature Selec-
tion and Rough Sets Classifier. Expert Systems with Applications, 36, 9448-9456.  
http://dx.doi.org/10.1016/j.eswa.2008.12.036 

http://dx.doi.org/10.1016/s0957-4174(00)00027-0
http://dx.doi.org/10.1016/j.cor.2004.03.016
http://dx.doi.org/10.1016/j.eswa.2004.12.008
http://dx.doi.org/10.1016/j.eswa.2008.12.036


L. C. Tang, Q. M. Lin 
 

 
362 

[5] Carnes, T.A. (2006) Unexpected Changes in Quarterly Financial-Statement Line Items and Their Relationship to Stock 
Prices. Academy of Accounting and Financial Studies Journal, 10, 99-116. 

[6] Li, Y.F., Gong, D.S. and Hui, X.F. (2009) Study on PCA-SVM Stock Option Model Based on Value Investment. 
Journal of Xi’an Engineering University, 3, 125-130. 

[7] Xu, G.X. and Yang, J.Z. (2011) Building and Application of PCA-GA-SVM Model-Empirical Analysis of Prediction 
Accuracy of Shanghai and Shenzhen Index. Quantitative & Technical Economics, No. 2, 135-147. 

[8] Su, Z. and Fu, X.Y. (2013) Kernel Principal Component Genetic Algorithm and Improvement of SVR Stock Selection 
Model. Statistics Research, 30, 54-56. 

[9] Vapnik, V.N. (1995) The Nature of Statistical Learning Theory. Springer Verlag, New York. 
http://dx.doi.org/10.1007/978-1-4757-2440-0 

[10] Bauer, R., Guenster, N. and Otten, R. (2004) Empirical Evidence on Corporate Governance in Europe: The Effect on 
Stock Yield, Firm Value and Performance. Journal of Asset Management, 5, 91-104.  
http://dx.doi.org/10.1057/palgrave.jam.2240131 

[11] Danielson, M.G. and Dowdell, T.D. (2001) The Return-Stages Valuation Model and the Expectations within a Firm’s 
P/B and P/E Ratios. Financial Management, 30, 93-124. http://dx.doi.org/10.2307/3666407 

[12] Hjalmarsson, E. (2010) Predicting Global Stock Yield. Journal of Financial and Quantitative Analysis, 45, 49-80. 
http://dx.doi.org/10.1017/S0022109009990469 

[13] Carnes, T.A. (2006) Unexpected Changes in Quarterly Financial-Statement Line Items and Their Relationship to Stock 
Prices. Academy of Accounting and Financial Studies Journal, 10, 99-116.  

[14] Ikenberry, D. and Lakonishok, J. (1993) Corporate Governance through the Proxy Contest: Evidence and Implications. 
Journal of Business, 66, 405-435. http://dx.doi.org/10.1086/296610 

[15] Chu, T.C., Tsao, C.T. and Shiue, Y.R. (1996) Application of Fuzzy Multiple Attribute Decision Making on Company 
Analysis for Stock Selection. Proceedings of Soft Computing on Intelligent Systems and Information Processing, 
509-514. 

http://dx.doi.org/10.1007/978-1-4757-2440-0
http://dx.doi.org/10.1057/palgrave.jam.2240131
http://dx.doi.org/10.2307/3666407
http://dx.doi.org/10.1017/S0022109009990469
http://dx.doi.org/10.1086/296610

	Stock Selection Based on a Hybrid Quantitative Method
	Abstract
	Keywords
	1. Introduction
	2. Literature Review
	3. Construction of RF-QGA-SVR Model
	3.1. Support Vector Machine
	3.1.1. Support Vector Classification (SVC)
	3.1.2. Support Vector Regression (SVR)
	3.1.3. SVR Regression Predicted Value as the Proxy Variable of Stock Yield

	3.2. SVR Model Optimization
	Quantum Genetic Algorithm (QGA)

	3.3. Random Forest (RF)

	4. Empirical Analysis
	4.1. Data Selection and Variable Processing
	4.2. Empirical Result Analysis
	4.2.1. QGA Parameter Seeking and VS QG Parameter Seeking
	4.2.2. SVR Year-to-Year Regression with Full Characteristics of Experience Parameter Belt
	4.2.3. SVR Year-to-Year Regression of Experience Parameter of RF Characteristic Optimization Belt
	4.2.4. SVR Optimized by QGA and SVR without Characteristic Optimization
	4.2.5. RF-QGA-SVR Model
	4.2.6. RF-QGA-SVR Model Test


	5. Conclusions
	References

