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Abstract 
In this paper we are going to derive two numerical methods for solving the coupled nonlinear 
Schrodinger-Boussinesq equation. The first method is a nonlinear implicit scheme of second order 
accuracy in both directions time and space; the scheme is unconditionally stable. The second 
scheme is a nonlinear implicit scheme of second order accuracy in time and fourth order accuracy 
in space direction. A generalized method is also derived where the previous schemes can be ob-
tained by some special values of λ. The proposed methods will produced a coupled nonlinear tri-
diagonal system which can be solved by fixed point method. The exact solutions and the conserved 
quantities for two different tests are used to display the robustness of the proposed schemes. 
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1. Introduction 
In this work we are going to derive a highly a accurate schemes for the coupled nonlinear Schrödinger- 
Boussinesq equations (CSBE) 

0, , 0t xxiu u uv x R t− + = ∈ >                               (1) 

( ) ( )22 0,tt xx xxxxxx xx
v v v v uα σ− + + − =                           (2) 

where 1i = − , ( ),u x t  represents the complex short wave amplitude, ( ),v x t  represents the long wave 

http://www.scirp.org/journal/am
http://dx.doi.org/10.4236/am.2016.77056
http://dx.doi.org/10.4236/am.2016.77056
http://www.scirp.org
http://creativecommons.org/licenses/by/4.0/


M. S. Ismail, H. A. Ashi   
 

 
606 

amplitude, α  and σ  are real parameters. Equations (1) and (2) were considered as a model of the inter- 
actions between short and intermediate long waves, and were originated in describing the dynamics of Langmuir 
soliton formation, the interaction in plasma [1]-[4]. Numerical solution of coupled nonlinear Schrödinger 
equation using different methods can be found in [5]-[8]. Few numerical methods exist in literature for solving 
the CSBE. Zhang et al. [9] derived a conservative difference scheme to solve the CSBE. Bai et al. [1] [2] 
proposed the time splitting Fourier spectral method and the quadratic B-spline finite element method for solving 
the CSBE. Recently, a multi-symplectic scheme for solving the CSBE is developed in [10]. 

2. Exact Solution 
To derive the exact solution of the given system (1)-(2), we assume the solution of the CSBE of the form 

( ) ( ) ( )1, sech expu x t A z iφ=                                 (3) 

( ) ( )2
2, sechv x t A z=                                    (4) 

where  

( ) , ,z x ct x tβ φ κ ω= − = +  

By substituting (3) and (4) into (1) and (2), and after lengthy calculations, we found that the solution exists if 
we have the following relations 

( )
1

2 2 2 22
1 2

2 2

2 1 4 , 2

1 1, , 3 ,
4 2

A c A

w c c

β σβ β

β κ α σ

 = − − = − 

= − = − = −
                         (5) 

where β  and c are arbitrary constant. 
The system (1)-(2) also has a plane wave solution 

( ) ( )( )( )
( )

2, exp

,

u x t A i kx k d t

v x t d

= + +

=
                            (6) 

where A, k, and d are constants. 

3. Properties of the CSBE 
In order to study the properties of the coupled nonlinear Schrödinger-Boussinesq equation, we consider the 
initial boundary value problem [1] [10]  

0, , 0t xxiu u uv a x b t− + = ≤ ≤ >                              (7) 

( ) ( )22 0,tt xx xxxxxx xx
v v v v uα σ− + + − =  

with the initial conditions 

( ) ( ) ( ) ( ) ( ) ( )0 1, 0 , , 0 , , 0 ,tu x f x v x g x v x g x a x b= = = ≤ ≤                   (8) 

and boundary conditions of the forms 

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

, , 0, , , 0, 0

, , 0, , , 0, 0x x x x

u a t u b t v a t v b t t

u a t u b t v a t v b t t

= = = = ≥

= = = = ≥
                       (9) 

where ( ) ( )0, ,f x g x  and ( )1g x  are given smooth functions and these functions can be extracted from the 
exact solution, and 

( ), 0 d 0.
b

ta
v x x =∫                                     (10) 

By introducing the function ( ),q x t  such that 
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( ) ( ), , d
x

x ta
q x t v y t y= ∫                                  (11) 

and the boundary conditions 

( ) ( ), , 0,x xq a t q b t= =                                 (12) 

the CSBE coupled system can be written as 
0, , 0t xxiu u uv a x b t− + = < < >                            (13) 

, , 0t xxv q a x b t= < < >                                (14) 

( )22 0, , 0t xxq v v v u a x b tα σ− + + − = < < >                       (15) 

For the initial-boundary value problem (13)-(14), there are at least three conservation laws [10].  
1) The Langmuir Plasmon number 

( ) ( ) ( ) ( )2 2
, d ,0 d 0 , 0

b b
u ua a

I t u x t x u x x I t= = = ≥∫ ∫                   (16) 

2) The total perturbed number density 

( ) ( ) ( ) ( ), d , 0 d 0 , 0
b b

v va a
I t v x t x v x x I t= = = ≥∫ ∫                     (17) 

3) The total energy 

( ) ( ) ( ) ( )2 22 22 31 1 1 1 d 0 , 0
2 2 2 3

b
H x x x Ha

I t u q v v v v u x I tσ = + + + − + = ≥  ∫           (18) 

Physically, these conserved laws play major roles in all physical theories, and can be useful tools for 
qualitative analysis. Trapezoidal rule and the numerical solution are used to calculate the conserved quantities. 
The conservation of the conserved quantities for the proposed system using the numerical methods presented in 
this work is a good indication for the efficiency and robustness these methods. 

4. Numerical Methods 
In order to avoid the complex computation [5]-[7] we assume 

( ) ( ) ( )
( ) ( ) ( )

1 2

3 4

, , ,

, , , ( , ) , ,

u x t u x t iu x t

u x t v x t u x t q x t

= +

= =
                          (19) 

so, the CSBE can be written as 

1, 2, 2 3 0t xxu u u u− + =                                 (20) 

2, 1, 1 3 0t xxu u u u+ − =                                 (21) 

3, 4, 0t xxu u− =                                   (22) 

( )4, 3, 1 2 3, , 0t xxu u u u uσ ω+ + =                             (23) 

where 

( ) ( )2 2 2
1 2 3 3 3 1 2, ,u u u u u u uω α= − + +                          (24) 

We will consider the numerical solution of the nonlinear system (20)-(23) in a finite interval [ ], .a b  We 
assume ,mx a mh= +  where 1, 2, , 1,m M= −

 and h is the space grid step size, also we assume  
, 0,1, ,nt nk n= =   where k is the time grid step size, we assume [ ]1 2 3 4, , , .tu u u u=u  We denote the exact and 

numerical solutions at the grid point ( ),m nx t  by n
mu  and n

mU , respectively. 

4.1. Second Order Scheme 
The Crank Nicolson like scheme for the system (20)-(23) can be displayed as follows 
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( ) ( ) ( ) ( )1 2 1 1 1
1, 1, 2, 2, 2, 2, 3, 3,

1 1 0,
2 4

n n n n n n n n
m m x m m m m m mU U r U U k U U U Uδ+ + + +− − + + + + =               (25) 

( ) ( ) ( ) ( )1 2 1 1 1
2, 2, 1, 1, 1, 1, 3, 3,

1 1 0,
2 4

n n n n n n n n
m m x m m m m m mU U r U U k U U U Uδ+ + + +− + + + + + =               (26) 

( ) ( )1 2 1
3, 3, 4, 4,

1 0,
2

n n n n
m m x m mU U r U Uδ+ +− − + =                            (27) 

( ) ( ) ( )1 2 1
4, 4, 3, 3, 1, 2, 3,, , 0,n n n n

m m x m m m m mU U r U U k U U Uσ δ ω+ + ∗ ∗ ∗− + + + =                   (28) 

where 

( )1
, , , 2

1 , 1, 2,3, 4, and .
2

n n
j m j m j m

kU U U j r
h

∗ += + = =  

The scheme in (25)-(28) is a nonlinear implicit scheme with block nonlinear tridiagonal structure. The fixed 
point method is used to solve this system. The scheme is of second order accuracy in both direction space and 
time. The scheme is unconditionally stable using the von Neumann stability analysis. 

4.2. Fourth Order Scheme 
In order to improve the accuracy in space direction, we approximate the second space derivative using the 
compact approximation 

( )
1

2 2 4
2

1 11 ,
12

n
xx x x mu u O h

h
δ δ

−
 = + + 
 

 

by using this , we will can derive the highly accurate compact finite difference scheme 

( ) ( )

( ) ( )

2 1 2 1
1, 1, 2, 2,

2 1 1
2, 2, 3, 3,

1 11
12 2

1 11 0,
4 12

n n n n
x m m x m m

n n n n
x m m m m

U U r U U

k U U U U

δ δ

δ

+ +

+ +

 + − − +  
 + + + + =  

                      (29) 

( ) ( )

( ) ( )

2 1 2 1
1, 1, 2, 2,

2 1 1
1, 1, 3, 3,

1 11
12 2

1 11 0,
4 12

n n n n
x m m x m m

n n n n
x m m m m

U U r U U

k U U U U

δ δ

δ

+ +

+ +

 + − − +  
 + + + + =  

                      (30) 

( ) ( )2 1 2 1
3, 3, 4, 4,

1 11 0,
12 2

n n n n
x m m x m mU U r U Uδ δ+ + + − − + =  

                     (31) 

( ) ( )

( )

2 1 2 1
4, 4, 3, 3,

2
1, 2, 3,

11
12

11 , , 0,
12

n n n n
x m m x m m

x m m m

U U r U U

k U U U

δ σ δ

δ ω

+ +

∗ ∗ ∗

 + − + +  
 + + =  

                       (32) 

The scheme in (29)-(32) is a nonlinear implicit scheme of fourth order accuracy in space and second order in 
time. To obtain the numerical solution, we need to solve a block nonlinear tridiagonal system at each time step. 
We have done this by using fixed point method. Using von Neumann stability analysis the scheme is also 
unconditionally stable. 

4.3. Generalized Finite Difference Scheme 
In this subsection we present the generalized finite difference scheme of the form 

( ) ( ) ( )( )2 1 2 1 2 1 1
1, 1, 2, 2, 2, 2, 3, 3,

1 11 1 0,
2 4

n n n n n n n n
x m m x m m x m m m mU U r U U k U U U U+ + + +   + − − + + + + + =   λδ δ λδ        (33) 
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( ) ( ) ( )( )2 1 2 1 2 1 1
1, 1, 2, 2, 1, 1, 3, 3,

1 11 1 0,
2 4

n n n n n n n n
x m m x m m x m m m mU U r U U k U U U U+ + + +   + − − + + + + + =   λδ δ λδ       (34) 

( ) ( )2 1 2 1
3, 3, 4, 4,

11 0,
2

n n n n
x m m x m mU U r U Uλδ δ+ + + − − + =                       (35) 

( ) ( ) ( )2 1 2 1 2
4, 4, 3, 3, 1, 2, 3,1 1 , , 0,n n n n

x m m x m m x m m mU U r U U k U U Uλδ σ δ λδ ω+ + ∗ ∗ ∗   + − + + + + =             (36) 

where λ  is an arbitrary constant. The scheme (33)-(36) is of second order accuracy in time and space for all  

values of 1 .
12

λ ≠  The scheme is unconditionally stable. It is very easy to see that for 0,λ =  we will get the 

second order method (25)-(28), while 1
12

λ =  produced the fourth order method (29)-(32). In the next  

subsection we present a fixed point iterative scheme to solve the nonlinear system obtained. 

5. Fixed Point Method 
In order to get the numerical solution for the nonlinear system (33)-(36), we propose the following fixed point 
iterative scheme of the following form 

2 1, 1 2 1, 1
1, 2,

2 2 2
1, 2, 2, 3,

11
2

11 1
2

n s n s
x m x m

n n
x m x m x m m

U r U

U r U k U U

λδ δ

λδ δ λδ

+ + + +

∗∗ ∗∗

 + − 

   = + + − +   

                    (37) 

2 1, 1 2 1, 1
2, 1,

2 2 2
2, 1, 1, 3,

11
2

11 1
2

n s n s
x m x m

n n
x m x m x m m

U r U

U r U k U U

λδ δ

λδ δ λδ

+ + + +

∗∗ ∗∗

 + + 

   = + − + +   

                    (38) 

2 1, 1 2 1, 1 2 2
3, 4, 3, 4,

1 11 1 ,
2 2

n s n s n n
x m x m x m x mU r U U r Uλδ δ λδ δ+ + + +   + − = + +                    (39) 

( )

2 1, 1 2 1, 1
4, 3,

2 2 2
4, 3, 1, 2, 3,

11
2

11 1 , , 0
2

n s n s
x m x m

n n
x m x m x m m m

U r U

U r U k U U U

λδ σ δ

λδ σ δ λδ ω

+ + + +

∗∗ ∗∗ ∗∗

 + + 

   = + − − + =   

              (40) 

where 

( )1,
, , ,

1 , 1, 2,3, 4
2

n s n
j m j m j mU U U j∗∗ += + =                           (41) 

0,1, 2,s = 
 and  

1,0n n
m m
+ =U U                                       (42) 

We apply the iterative scheme (37)-(40) until the following condition 
1, 1 1,n s n s

m m TOL+ + +− ≤U U                                  (43) 

is satisfied. Tol is a very small prescribed value. 

6. Accuracy of the Generalized Scheme 
To study the accuracy of the proposed scheme, we will consider only Equation (33), the other equations can be 
analyzed in the similar fashion. By replacing the numerical solution 1,

n
mU  by the exact solution 1,

n
mu  to get  

( )2 1 2 2
1, 1, 2, 2, 3,1 1 0,n n

x m m x m x m mu u r u k u uλδ δ λδ+ ∗ ∗ ∗   + − − + + =                      (44) 

By using Taylor’s series expansions of all terms in Equation (44), we will end with the local truncation error 
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(LTE) 
24 2

2 2 3 32 2 2
2 34 2 2

3 3
2 21 1

2 2

1 2
12

1 ,
6

u uu u uLTE h h u u
x xx x x

u uh k
x t t

λ

λ

 ∂ ∂∂ ∂ ∂
= − + + + ∂ ∂∂ ∂ ∂ 

∂ ∂
+ + +

∂ ∂ ∂


                   (45) 

and this indicates that, the scheme is of second order accuracy in space and time directions for arbitrary  
1 .

12
λ ≠  It is very interesting to notice that for 1 ,

12
λ =  the local truncation will be reduced to the fourth order  

accuracy in space and second order accuracy in time. 

7. Conserved Quantities 
To prove that the decomposed system 

1, 2, 2 3 0,t xxu u u u− + =                                   (46) 

2, 1, 1 3 0,t xxu u u u+ − =                                   (47) 

3, 4, 0,t xxu u− =                                     (48) 

satisfies the conserved quantities 

( ) ( ) ( ) ( )2 2
, d ,0 d 0 , 0,

b b
u ua a

I t u x t x u x x I t= = = ≥∫ ∫                     (49) 

and 

( ) ( ) ( ) ( ), d , 0 d 0 , 0,
b b

v va a
I t v x t x v x x I t= = = ≥∫ ∫                       (50) 

we multiply Equation (46) and Equation (47) by 1u  and 2u  respectively to get 

1 1, 1 2, 1 2 3 0,t xxu u u u u u u− + =                                (51) 

2 2, 2 1, 1 2 3 0,t xxu u u u u u u+ − =                                (52) 

by adding (51) and (52), this will lead us after some manipulation to the following equation 

( ) ( )2 2
1 2 1 2, 2 1, 0.x xu u u u u u

t x
∂ ∂

+ + − =
∂ ∂

                           (53) 

By integrating (53) with respect to x, we get 

( ) ( )2 2
1 2 1 2, 2 1,d .x xu u x u u u u

t
∞∞

−∞ −∞

∂
+ = − −

∂ ∫                          (54) 

By imposing the vanishing boundary conditions, Equation (54) will be reduced to 

( )2 2
1 2 d constantu u x

∞

−∞
+ =∫                                (55) 

which is Equation (49).  
To prove the second conserved quantity , by integrating Equation (48) with respect to x and this will lead us to 

the following 

3 4,d 0,xu x u
t

∞ ∞

−∞−∞

∂
− =

∂ ∫                                  (56) 

and by imposing the vanishing boundary conditions, this will lead us to the second conserved quantity (50).  
To prove that the proposed schemes preserve the discrete analog of the invariant (49) and (50), we borrow the 

following lemma [8] [11].  
Lemma 1 For any two discrete functions { }0,1, ,mu m M=   and 
{ }0,1, , ,mv m M=   there is the identity  
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( ) ( ) ( ) ( ) ( )
1 1

0 0
1 1

,
M M

m m m m M M xxx x x x
m m

u v u v u v u v
− −

= =

= − − +∑ ∑  

where  

( ) ( )1 12
1 2 ,m m m mxx

u u u u
h + −= − +  

( ) ( ) ( ) ( )1 1
1 1, .m m m m m mx x

u u u u u u
h h+ −= − = −  

We will only prove the Crank Nicolson (25)-(28).  
1 1

1, 1, 2, 2,2
2, 3,2 0,

2

n n n n
m m m m

x m m

U U U U
U U

k h
δ

+ +
∗ ∗ − +

+ − = 
  

                       (57) 

1 1
2, 2, 1, 1,2

1, 3,2 0,
2

n n n n
m m m m

x m m

U U U U
U U

k h
δ

+ +
∗ ∗ − +

− − = 
  

                       (58) 

we multiply (57) by ( )1
1, 1,
n n

m mU U+ +  and (58) by ( )1
2, 2, ,n n

m mU U+ +  and then by adding the resulting equations to 
obtain  

{ }1 12 2 2 2
1 2 1 2

1

1 ( ( 0,
M n n

m mm
U U U U

k

− +

=

   + − + =   ∑  

or  
11 12 2 2 2

1 2 1 21 1

n nM M

m mm m
U U U U

+− −

= =
   + = +   ∑ ∑                           (59) 

which is the discrete analog of the conserved quantity (49), this indicates that no blow up in the numerical 
solution, and it it is a good indication the scheme is unconditionally stable. The second discrete conserved 
quantity can be easily obtained. 

8. Numerical Results 
In this section , we will test the proposed schemes for two different problems. The infinity error norm is used to 
calculate the error, and this can be defined by 

( ) ( )1 1
1 1, 1,1

max n n
m mm M

L u u U+ +
∞ ≤ ≤

= −  

( ) ( )1 1
2 2, 2,1

max n n
m mm M

L u u U+ +
∞ ≤ ≤

= −  

( ) ( )1 1
3 3, 3,1

max .n n
m mm M

L u u U+ +
∞ ≤ ≤

= −  

Trapezoidal rule is used to approximate the conserved quantities. We will present some numerical results for 
the solitary wave solutions and the plane wave solutions for the coupled Schrodinger-Boussinesq equations. 

8.1. Solitary Wave Solution 
In this test, we choose the initial conditions 

( ) ( )1
1,0 sech exp
2

u x A x icβ  = − 
 

 

( ) ( )2 2, 0 2 sechv x xβ β= −  

where ( )
1

2 2 2 2
1 2 1 4 .A cβ σβ = − −   We choose the set of parameters 

0.05, 0.01, 25, 25, 0.5, 0.5, 3l Rh k x x c σ β α σ= = = − = = = = = −  
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In Table 1 and Table 2, we present the L∞  error norms and the conserved quantities for second and fourth 
order schemes respectively. Both methods preserve the conserved quantities almost exactly. Figure 1 and 
Figure 2 display the numerical solution of the proposed system for 0,1, 2, , 20.t = 

 Results in both tables 
show the superior performance of both schemes in solving numerically the CSBEs equation, though the fourth 
order outperform the second order method as it produces the most accurate solution. 

 
Table 1. L∞  error norms and the conserved quantities for Crank Nicolson method.                                             

T ( )1L u∞  ( )2L u∞  ( )3L u∞  ( )uI t  ( )vI t  ( )HI t  

0 0.00000 0.000000 0.000000 0.500000 −2.000000 0.200175 

2 0.000028 0.000033 0.000080 0.500000 −2.000000 0.200155 

4 0.000037 0.000005 0.000122 0.500000 −2.000000 0.200138 

6 0.000068 0.000066 0.000164 0.500000 −2.000000 0.200121 

8 0.000111 0.000078 0.000211 0.500000 −2.000000 0.200121 

10 0.000122 0.000118 0.000263 0.500000 −2.000000 0.200116 

 
Table 2. L∞  error norms and the conserved quantities for the fourth order method.                                   

T ( )1L u∞  ( )2L u∞  ( )3L u∞  ( )uI t  ( )vI t  ( )HI t  

0 0.00000 0.000000 0.000000 0.500000 −2.000000 0.200175 

2 0.000003 0.000002 0.000001 0.500000 −2.000000 0.200175 

4 0.000004 0.000005 0.000001 0.500000 −2.000000 0.200175 

6 0.000005 0.000011 0.000001 0.500000 −2.000000 0.200176 

8 0.000004 0.000020 0.000001 0.500000 −2.000000 0.200176 

10 0.000011 0.000031 0.000001 0.500000 −2.000000 0.200175 

 

 
Figure 1. Single soliton: 0.05, 0.01, 25, 25, 0.5, 0.5l Rh k x x c= = = − = = = =σ β .                                                                     
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Figure 2. Single soliton: 0.05, 0.01, 25, 25, 0.5, 0.5l Rh k x x c σ β= = = − = = = = .                                                                     

8.2. Plane Wave Solution 
The initial conditions in this case are chosen as 

( ) ( ), 0 expu x A ikx=  

( ), 0v x d=  

In this test we select the set of parameters 
2π, 2π, 0.5, 0.5, 0.5a b A dκ= − = = = =  

together with the boundary conditions 

( ) ( )2π, 2π, , 0u t u t t− = >  

The conserved quantities and the infinity error norm are given in Table 3 and Table 4 for second and fourth 
order numerical schemes respectively. The results show that the two schemes solve this problem exactly and 
conserve the conserved quantities exactly as well. In Figure 3, we display the modulus of the numerical solution 
of U at 0,0.5, ,10.t = 

 

9. Conclusion 
In this work, we transform the coupled Schrödinger-Boussinesq equations into a first order differential system in 
time. We derived two different numerical schemes. Using these methods, a coupled nonlinear block tridiagonal 
system is obtained. A fixed point iterative method is used to solve this system. The numerical tests and the 
conserved quantities show the efficiency and robustness of the schemes. To sum up, the proposed schemes are  
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Table 3. Crank Nicolson λ = 0 plane wave solution.                                                                     

T ( )L u∞  ( )uI t  ( )vI t  ( )HI t  

0.0 0.000000 3.141593 6.283185 1.571566 

2.0 0.000000 3.141593 6.283185 1.571566 

4.0 0.000000 3.141592 6.283185 1.571566 

6.0 0.000000 3.141592 6.283185 1.571566 

8.0 0.000000 3.141592 6.283185 1.571566 

10.0 0.000000 3.141592 6.283185 1.571566 

 

Table 4. Fourth order method with 1
12

=λ  plane wave solution.                                                                     

T ( )L u∞  ( )uI t  ( )vI t  ( )HI t  

0.0 0.000000 3.141593 6.283185 1.571566 

2.0 0.000000 3.141593 6.283185 1.571566 

4.0 0.000000 3.141593 6.283185 1.571566 

6.0 0.000000 3.141593 6.283185 1.571567 

8.0 0.000000 3.141593 6.283185 1.571567 

10.0 0.000000 3.141593 6.283185 1.571567 

 

 
Figure 3. Plane wave solution with paraamters: 0.5, 0.5A κ= =  and d = 0.5.                                                        
 
reliable and capable to solve like systems. 
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