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Abstract 
The gains in analyzing death from a multiple cause perspective have been recognized for a very 
long time. Methods that have been adopted have sought to determine additional gains made by 
treating death as a multiple cause phenomenon as compared to analysis based on a single under-
lying cause. This paper shows how association rules mining methodology can be adapted to de-
termine joint morbid causes with strong and interesting associations. Results show that some 
causes of death that do not appear among the leading causes show strong associations with other 
causes that would otherwise remain unknown without the use of association rules methodology. 
Overall, the study found that the leading joint pair of causes of death in South Africa was metabolic 
disorders and intestinal infectious diseases which accounted for 18.9 deaths per 1000 in 2008, 
followed by cerebrovascular and hypertensive diseases which accounted for 18.3 deaths per 1000. 
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1. Introduction 
The analysis and reporting of causes of death continue to be dominated by the single underlying cause of death 
concept. As pointed out by [1], the philosophy behind the underlying cause concept is that if the starting point of 
the sequence of events that lead to death is known, then death can be prevented by preventing the initiating 
cause from operating. Hence, identifying leading underlying causes of death is very important in public health. 
Therefore, the underlying cause of death continues to be coded on death certificates. However, it has been rec-
ognised since the first attempts to develop international systems for classification of causes of death that death 
rarely arises from a single cause [2], especially death caused by chronic pathologies among the elderly [3]. It has 
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also noted that “the “lethality” of any one condition may be affected by the presence of other conditions” [4] and 
that it would be more informative to code the level of severity of each condition [5].  

Changes and revisions in International Classification of Diseases (ICD) have been found to lead to differences 
in which conditions present at time of death are coded as underlying. This also leads to differences in the preva-
lence of certain underlying causes of death in the same country over time. Differences in the rules for selecting 
underlying causes have also been found to contribute to differences in prevalence between countries [6]-[9]. 
When death occurs outside the hospital or when the medical history for the deceased is unavailable and there is 
no qualified physician to determine the underlying cause, coding any condition present at the time of death as 
the underlying cause may be misleading. In some cultures, there is a strong belief in the need to “let the dead 
rest” meaning that upon death, there is often no desire to conduct autopsies or other follow-up to accurately as-
certain the underlying cause of death. 

Following a review of studies that have assessed the accuracy of causes of death coded using ICD systems, 
[10] found agreement rates of 90% or higher for various types of cancer. Even for this class of causes, the spe-
cific (underlying) cause of death is sometimes unknown—a situation referred to as masking in competing risk 
models.  

In recognition of the importance of analysing multiple causes of death, one of the resolutions of the 1899 
conference of the International Statistical Institute was a request to the United States government to continue “to 
undertake studies of the statistical treatment of joint causes of death” [11]. Some researchers [12], have gone as 
far as suggesting that the “underlying cause concept be replaced by a new class of rates that would define the 
relative frequency with which diagnosed diseases of sufficient importance appeared among those deceased” and 
that a “table indicating the frequency with which this group of diseases entered the death certificate should be 
used to describe the medical circumstances surrounding deaths, especially from chronic or degenerative diseases” 
[12]. It has been suggested that a matrix of primary or underlying causes (UC) of death by contributory causes 
(CCs) be used to give an overall picture of mortality patterns and that this matrix could serve as a scheme to 
identify disease combinations and facilitate the examination of proportional mortality ratios (PWR) by cause of 
death [13]. Other studies such as [7] have proposed that the average number of causes appearing on the death 
notification forms be used as a measure of additional diagnostic information gained over the use of single (un-
derlying) cause of death. 

Attempts to develop indicators of multiple cause of death are now being consolidated and two recent interna-
tional workshops in Europe have been dedicated to these efforts (International workshop on the multiple cause- 
of-death analysis, Paris, 21-22 November 2012 and Rome, 12-13 June, 2014). These workshops have adopted 4 
indicators for use in studying multiple causes of death, namely: 1) underlying and multiple cause mortality rates, 
2) number of multiple causes per death certificate, 3) standardized ratios of multiple to underlying cause 
(SRMUs), and 4) cause of death association indicators (CDAIs). These indicators still essentially focus on mod-
elling the additional gains in jointly analysing underlying and contributory causes to modelling underlying cause 
of death alone. Research is still lacking on how to extract and report leading joint causes of mortality in a data-
base, and hence measure the associations between the leading joint causes as well as provide statistical models 
for their prediction.  

Despite these prolonged calls to analyse mortality from a multiple cause framework, most attempts at analys-
ing multiple causes of death especially from databases coded using the ICD systems have focused on comparing 
the prevalence of selected causes when coded as underlying cause to their prevalence when coded as multiple 
cause [1] [2] [4] [6] [8] [12] [13]-[21]. In these studies a cause is defined as a multiple cause if it is mentioned 
on the death certificate, whether as underlying or contributory. Some recent studies have sought to determine the 
associations between selected underlying causes of death and contributory causes [9] [20] and to develop models 
for relating multiple causes of death to background characteristics of the deceased [5] [9] [19] [21]-[23].  

Some researchers have suggested that data mining be used to analyse mortality data because these methods 
are better suited to high dimensional, noisy and very large data sets than statistical techniques such as regression 
analysis [24]. Association rules can efficiently mine all rules of length l in a data set consisting of p binary 
attributes. Various statistical measures are available to determine if rules generated are interesting and whether 
they have statistical significance [25]-[34]. A summary of 38 measures of interestingness and statistical signi-
ficance in use in data mining are presented in [35]. Among these are support, confidence, lift, chi-square, con-
viction, odds ratio, fisher’s exact test, cosine, coverage, gini, hyper Confidence, hyper Lift, improvement and 
leverage. Various articles have discussed these measures in the context of market baskets ([36]-[39]). 
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In this paper, association rules mining (ARM) is presented as an adequate methodology to extract the leading 
joint morbidity conditions present at the time of death. Specifically, the paper shows how multiple cause of 
death data can be translated into transactional form suitable for ARM. It then demonstrates how the widely used 
apriori algorithm implemented in the arules package of R can be modified to extract the leading joint leading 
causes of death in the database. Finally, the paper shows how statistical measures of interestedness available in 
data mining literature such as support, confidence, lift, chi-squared and odds-ratio can be used to prune the dis-
covered leading joint morbidity conditions and obtain statistically interesting and even medically surprising re-
lationships among them.  

The results of this paper should assist public health officers, epidemiologists, and other researchers to under-
stand the joint morbid conditions often associated with death and enable them to move beyond focusing on sin-
gle causes of death models. Medical experts should be able to determine which of the statistically significant 
associations are medically interesting and/or surprising. 

2. Comparative Literature 
A recent study compared the mortality from Alzheimer’s disease, Parkinson’s disease, and Dementias in Italy 
and France using the 2008 Multiple Cause of Death (MCOD) data from both countries [12]. Their analyses eva-
luated mortality levels when the selected causes were analyzed as MCOD and determined which other causes 
were listed as either UC or contributing cause (CC) along with the selected causes. The standardised ratio of 
multiple to underlying cause of death (SMRU) and cause of death association indicator (CDAI) were used as in-
dicators of multiple cause of death. On another study, cancer related mortality from the 2003 MCOD data for It-
aly and France were analysed using SMRU and CDAI as MCOD indicators and various neoplasms as underly-
ing and contributory causes [20].  

A related study analysed MCOD data for deaths occurring in a hospital in Saudi Arabia from 1998 to 2007 
and coded using ICD 9 [40]. The causes of death were grouped into 18 standard categories such as infectious 
and parasitic diseases (001.0 - 139.8) and diseases of the circulatory system (390 - 459). Each of the death cer-
tificates was found to have 2 or more causes listed, with an average of just over 6 causes. The authors reported 
the average number of causes, the frequency with which each cause was listed as main cause (UC), the frequen-
cy with which it was listed anywhere (MC) and the ratio of MC to UC by disease group and by age, sex and 
hospital ward. 

In a study that analysed data from the Italian National Vital Statistics Death Registry for 2001 to determine 
groups of diseases listed together on death certificates of persons aged 70 years and older [11] presented a table 
of the ratio of the frequency that the disease occurred as underlying cause to the number of times the same dis-
ease occurs on death certificates (UC/MC) by selected diseases. Using cluster analysis, they determined which 
contributory causes were most associated with each of the selected underlying cause. They further used multiple 
logistic regression models to estimate adjusted and interaction odds ratios for ischaemic heart diseases, cerebro-
vascular diseases and other diseases of the circulatory system given the age, sex and other contributory causes 
identified from the cluster analysis. 

Analysis of Variance has been used to explore how the epidemiological and sociological factors (age, under-
lying cause, race, gender, education, year of death) correlated with the total number of medical conditions (TCs) 
reported on death certificates of adult residents of Michigan who died aged 25 or older in 1989-1991 [41]. Mul-
tiple logistic regression models were used to model the association between multiple cause of death as a function 
of factors available on the death certificate from all death certificates issued by the state of Minnesota between 
1990 and 1998 [19]. The predictive factors included demographics of decedent, place of death, type of certifier, 
disposal method, whether an autopsy was performed, and year of death) [19]. The indicators of multiple cause of 
death used as dependent variables were 1) whether there were one or more than one cause listed, 2) whether 
ischemic heart disease was mention or not and 3) whether diabetes mellitus was mentioned or not. 

Association rules methodology is being recognised as a potential method for studying multiple causes of 
death. For example, [42] applied association rules mining to identify new unexpected and interesting patterns in 
hospital infection control and Public Surveillance data. A general framework to understand the data mining ap-
proach in medical data containing the patient profile such as background information and medical history dates 
is provided in [43]. Another study by [44] applied association rules to multi-item Adverse Drug Effect (ADE) 
and demonstrated the feasibility of association rules mining to identify multi-item ADEs. Association rules 



K. Setlhare, N. Forcheh 
 

 
31 

mining methodology was used by [24] to extract associations between socio-economic variables and mortality 
rates for 4 different types of cancer from 1988-1992 in the USA. The age-sex standardised mortality rates were 
categorised into quintiles. The rules were mined using classification based association program (CBA ver 2.0) 
with minimum support of 3% and minimum confidence of 40%. The lift was used to measure associations be-
tween the antecedent and consequent of each rule.  

In further use of association rules to analyse mortality data, [45] applied ARM to find relations among acti-
vated brain areas in single photon emission computed tomography (SPECT) imaging, with the aim of using the 
determined patterns for early diagnosis of Alzheimer’s disease (AD). The Apriori algorithm was used and the 
measures of support, confidence and lift used to mine, prune and assess the strength of associations. They noted 
that ARM is an innovative yet to be explored method and that the strength of association rules is based on the 
capability of operating with large data bases in an efficient way. Association rules mining have also been used to 
analyse the frequencies and associations among prescription patterns of Chinese medicinal formulae used for 
treating and preventing breast cancer [46]. In order to mine the rules the minimum support and confidence were 
set at 0.1 and 0.6 respectively, in keeping with current practice. For one set of patterns analysed, a total of 11 
rules were analysed with 8 of them having the same pattern on the RHS. Another application of ARM to model 
mortality data was by [47], who analysed a database consisting of 10,000 diabetes patients’ records gathered 
from General Hospital diabetes clinic in Sri Lanka. The attributes selected for analysis were age, gender, di-
abetes type, level of education, occupation, monthly income, FBS (Fasting Blood Sugar), BMI (Body Mass In-
dex), Potassium level, Cholesterol level, Sodium level, Diastolic blood pressure, Systolic blood pressure, Edema, 
and Wheezes. They used ARM implement in the WEKA software to generate the rules. They then selected the 
top three rules based on confidence that had diabetes as the consequent and used decision trees to determine how 
the identified factors in the antecedent of each rule affected diabetes. The top rule was age = 57_75 & gender = 
F & diabetes Type = Type 2 & cholesterol =< 5.17 & wheezes = Yes => edema = Yes which had a confidence 
of 0.95, and the decision tree analysis revealed that wheezing was the most important determinant of edema. 
Thus association rule is increasingly being used to study multiple causes of death. However, our application of 
association rules in this paper differs from that of all previous researchers in that the primary intention is to 
mined all leading joint causes of mortality rather than looking for associations between selected causes of death. 
Thus our proposed methodology is different from existing methods as explained below. 

3. Methodology 
3.1. Data Description 
The South African multiple causes of death data for each year are derived from notifications of deaths occurring 
in the specified year that reached Statistics South Africa by the end of processing phase [48]. The death notifica-
tion form used provides space for reporting up to four possible causes, starting with the immediate condition 
leading to death. If present, the second, third, and fourth conditions leading to death are recorded sequentially. 
These are recorded in part 1 of the death notification form. The underlying cause, defined as “the disease or in-
jury which initiated the train of morbid events leading directly to death, or the circumstances of the accident or 
violence which produced the fatal injury” is selected from this group. Other “significant conditions contributing 
to death but not resulting in the underlying cause” are recorded in part 2 of the death notification. For the South 
African multiple causes of death data, only one such additional condition is coded if present, and is referred to as 
the “other cause” in the data base. France by comparison, provides space for up to 4 causes in part 1 and 2 other 
causes in part 2, while Italy provides space for up to 8 causes in part 1 and 5 other causes in part 2 [20]. Fur-
thermore like France, South Africa uses the American Automated Classification of Medical Entities (ACME) to 
determine the underlying cause of death. 

In terms of coverage, the data set does not include any deaths in 2008 that were not registered at home affairs 
or that were registered but had not reached Stats Office during the processing phase [48]. However, The 606699 
deaths coded in 2008 represent 98% of the 618324 estimated to have occurred in South Africa in 2008 [49]. This 
high coverage in a country with high disparities in service availability validates an editorial in the Royal Statis-
tical Society journal that registration of the fact of death must be uncoupled from registration of the cause of 
death (see Editorial [50]). As with mortality data collected through notifications, some conditions may have 
been present but undiagnosed, especially causes with no obvious symptoms or that are difficult to diagnose, 
leading to under reporting of such causes. Similarly certain causes of death may be over reported especially if 
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the conditions were present at time of death but played no role in the lethal process [20]. These data shall not be 
adjusted for any under or over reporting.  

The causes of death are recorded using 3 digit codes such as A00, A01, B20, etc. However, in this paper, we 
are interested only in the broad causes of death such as TB, HIV, etc. A given broad condition is considered to 
be a cause of death if any one or more of its derivatives is coded on the death certificate, whether as underlying 
cause, contributory cause or both. For example, if B22, A16 and A18 are coded on a death certificate, then the 
broad causes of death are A15-A19 (TB) and B20-B24 (HIV). Hence each broad group is counted only once, 
and no distinction is made between underlying and contributory cause. This is consistent with the definition of a 
cause of death as a multiple cause of death that has been used in the literature. The resulting data file therefore, 
excludes duplicates and satisfies the transactional form of data required for data mining as shown on the extract 
in Table 1. 

3.2. Application of Association Rules Mining to South Africa MCOD 
Let t denote the set of causes coded on a typical death certificate, for example in Table 1. t = [W00-X59] for 
first death and t = [A15-A19, B25-B34, B20-B24, N25-N29] for the third death. The first death certificate 
represents a 1-item set, while the 3rd represents a 4-item set in ARM terminology. Suppose that X and Y denote 
two non-intersecting subsets of causes that can appear on a death certificate, then an association rule  
between X and Y involves ( ) ( )n X n Y+  total causes of death where ( )n X  and ( )n Y  denote the number of 

causes in set X and Y respectively. For example if [ ]1 15 19X A A= − , [ ]2 15 19, 25 34X A A B B= − −  and 

[ ]20 24Y B B= −  then the rule 1X Y=>  involves 2 causes of death while the rule 2X Y=>  involves 3 caus-
es of death.  

The support of the rule 1X Y=>  is the proportion of all certificates in which the pair: Tuberculosis 
(A15-A19) and human immunodeficiency virus [HIV] disease (B20-B24) are coded together. Similarly the 
support for the rule 2X Y=>  is the proportion of all certificates in which all three of tuberculosis (A15-A19), 
other viral diseases (B25-B34) and human immunodeficiency virus [HIV] disease (B20-B24) are coded together. 
Therefore, leading pairs of causes of death are those pairs with the highest support in the database among all 
possible pairs of causes, while leading triplets are those triplets with the highest support, among all possible 
triplets. 

In order to use association rules method to mine leading pairs of causes of death, we set ( ) ( ) 1.n X n Y= =  
In association rules algorithms such as apriori and arules, ( ) 1,n Y =  hence rules of length k correspond to rules 
with ( ) 1.n X k= −  Suppose that the maximum number of causes that can be coded on each certificate is K, 
then we can determine joint frequencies of occurrences of k K≤  conditions. For the South African MCOD 
data, ( )max 5K k= =  hence ( ) 4.n X ≤  

Thus suppose that  

1 if all causes in  are code on certificate 1 if cause  is code on certificate
,

0 otherwise 0 otherwiseX Y

X Y
C C 

= = 
 

 

The occurrence of causes in X and Y can be summarised in a 2 × 2 contingency table shown in Table 2. This 
table forms the basis of most measures of interestingness that are currently used to mine, prune and describe 
quality association rules. A comprehensive summary of these measures is given in [51]. 

Let n be total number of deaths in the database, ijF  be the number of certificates in which XC i=  and 
,YC j=  , 0,1i j =  and .ij ijM F n=  Hence 11F  is the number of certificates on which X and Y are jointly 

coded, that is, the frequency of joint occurrence of all diseases listed in X and Y and 11M  is the proportion of 
certificates on which the set of causes in X and Y are jointly coded. It is the estimated probability that all causes 
in X and Y will contribute to mortality—that is ( )P X Y∪  and could be expressed as a crude death rate or as 
age-sex standardised death rate. In data mining, 11M  is the support of the rule X Y=> . 

The estimate of the probability ( )P X , that all conditions listed in X will jointly contribute to death is given 
by 1 11 10M M M+ = + . In ARM, it represents the coverage of the rule and it is also called the antecedent support. 
Similarly 1 11 01M M M+ = +  is the support of the item set Y, referred to as the prevalence of the association rule 
[48]. 
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Table 1. Sample of death certificates coded in transactional format for ARM.                                                 

 Broad causes listed 

Death ID 1 2 3 4 5 (other) 

20080000001 W00-X59     
20080000002 R95-R99     
20080000003 A15-A19 B25-B34 B20-B24 N25-N29  
20080000004 A15-A19     
20080000005 I10-I15 E10-E14    
20080000006 V01-V99     
20080000007 J10-J18 R50-R69    

 
Table 2. Table of joint frequencies of two sets of causes of death.                                                     

 Y (rule consequent)  

X (rule antecedent) Present 1YC =  Absent 0YC =  Total 

Present: 1XC =  11F ( )11M  10F ( )10M  1F + ( )1M +  

Absent: 0XC =  01F ( )01M  00F ( )00M  0F + ( )0M +  

Total 1F+ ( )1M +  0F + ( )0M +  0n F += ( )00 1M =  

3.3. Data Processing and Transformation 
The following approach was used to convert these transactional data into binary format useful for data mining:  

Let 
1 if broad group  is coded on the -  certificate
0 if broad group  is not coded on the -  certificateij

j i th
c

j i th


= 


 1, , ; 1, ,i n j p= = 
 

where n is the total number of deaths and p is the total number of broad causes of death in the data set. For ex-
ample suppose 1j =  denotes the broad group A00-A09 (intestinal infectious diseases) then 1 1ic =  if and on-
ly if one or more of causes A00, A01, , A09  is coded on the -i th  death certificate. The n p×  incidence  
matrix ( )ijc=C  is thus a binary incidence matrix for all causes of death in the data set. For the South African 
MCOD, there are 198 broad groups, hence 198p = . 

The total number of broad causes listed on the -i th  certificate is 
1

p

i ij
j

t c
=

= ∑ , while the total number of deaths 

due to cause j is 
1

n

j ij
i

f c
=

= ∑ . The prevalence of broad cause j is j jm f n= . This proportion has been referred 

to as the multiple cause of death ratio [20].  

3.4. Extracting Leading Joint Causes of Mortality 
In this paper, we are interested in the q leading MCOD, that is the sets of causes with the q largest values for 

jm . The computation and ranking of jm  is accomplished using association rules mining methodology ([25] 
[29] [30] [51] and [52]). We use the R-package: arules in [38] to extract the interesting associations and compute 
relevant measures to determine the leading joint causes of mortality. The arules package uses the apriori algo-
rithm [25] that requires the minimum values for support ( )( )P X Y∪  and confidence ( )( )P Y X  to be speci-
fied in order to mine the rules [52]. 
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On application we found that the current default values in arules are 0.1 for support and 0.8 for confidence. 
This implies that only rules r: X → Y for which ( )P 0.1X Y∪ ≥  and ( )P 0.8Y X ≥  are mined by default. 

Hence any rule with ( )P 0.8Y X < will not be generated even if ( ),X Y  is a set of leading joint causes. In or- 
der to use arules to generate the joint leading causes, we eliminate the effect of confidence on the rules generat-
ed by setting the minimum confidence to a very small value of to 10−7. In order to mine leading pairs of causes 
of death, we set ( ) ( ) 1n X n Y= = . In arules, this is done by setting the rule length parameter to 2. Similarly, by 
setting rule length to 3 and then to 4, we generate the leading joint triplets and joint quartets of causes of death 
respectively.  

3.5. Determining Interesting Associations 
In order to mine interesting rules, we set confidence to 0.6 in line with common practice. We use the support, 
confidence, lift and odds-ratio as measures of interestingness and use chi-squared and fisher exact test to test for 
statistical significance of the associations between the rule antecedent (X) and rule consequence (Y).  

We compare confidence, (P(Y/X)) to the rule prevalence, (P(Y)) and rule coverage, (P(X)) to determine the 
direction of association. If confidence is less than the prevalence, then the rule X => Y indicates that the mortali-
ty due to cause Y is lower in the general population than among those who also suffered from conditions in set X. 
In such a case, causes of death in set X are not background risk factors to cause Y. If confidence is greater than 
prevalence, more persons with conditions listed in set X are dying from cause Y than among the general popula-
tion. Hence elements of set X are background risk factors to cause Y.  

Lift values less than 1 indicate conditions in X and Y do not occur frequently together. This may happen if 
both sets tend to be underlying causes, or may be due to other medically known reasons or may reveal unex-
pected findings. A lift value close to 1 indicates that the two sets of causes are independent. The odds-ratio indi-
cates how much more/less likely condition Y is likely to be a cause of death given that the set of conditions in X 
are present compared to when the set of conditions in X are not present. 

Since the odds-ratio, chi-square, fisher exact tests are based on the 2 × 2 table shown in Table 2, each can be 
compared to a chi-squared distribution with 1 degree of freedom. Hence a value of 4 or more (for 5% level of 
significance) indicates that there is a significant association between causes X and Y. Very large chi-squared 
values should however, be interpreted with caution, since the chi-squared test suffers from large sample sizes. 

3.6. Determining Predictors of a Cause of Interest 
With the large number of interesting rules generated, several of the rules may have the same consequence (Y). 
For example, 8 of the top eleven rules reported by [42] had the same consequence. We group the rules generated 
by rule consequence and analyse the resulting antecedents (X) in order to determine the leading predictors of Y 
in the entire data set. For example, if 5 of the top rules each have TB as the consequence (Y), then the combina-
tion of causes in the 5 antecedents provide a list of causes of death associated with TB in the database. 

4. Results 
A total of 606,699 deaths were coded in South Africa in 2008. The deaths were attributed to a combined total of 
954,401 natural causes and 54,446 unnatural causes, giving a total of 1,008,847 conditions that were coded. 
Hence, on average, 1.7 conditions were coded on each certificate of which averages of 1.6 coded conditions 
were due to natural causes. In total, 191 of the possible 198 broad causes contributed to one or more deaths in 
the 2008 database.  

4.1. Leading Multiple Causes of Death  
Figure 1 shows the contribution of the top 20 broad causes coded either as UC or associated cause on 2008 
South Africa multiple cause of death data. Together, these conditions account for 71.9% of all coded natural 
causes and 74.6% of all natural causes coded as Cause A. 

TB (A15-A19) was the leading contributor to mortality in South Africa in 2008, appearing on 14.1% of all death 
certificates. The second and third leading causes were Ill-defined and unknown cause of mortality (R95-R99) and 
influenza and pneumonia (J10-J18), which appeared on 12.8% and 12.4% of death certificates respectively. HIV  
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Figure 1. Leading broad causes of mortality in 2008 in South Africa.                                     

 
(B20-B24) is not among the 10 leading causes of death in terms of mention. In fact HIV is mentioned only on 2.52% 
of all death certificates and is the 19th ranked leading cause of death mentioned.  

4.2. Interesting Associations between Leading Joint Causes of Mortality 
In this section, the interesting and statistically significant rules that were extracted using the support-confidence 
framework are presented in Table 3. As discussed in the methodology, the minimum confidence was 0.6, that is 
only rules in which the antecedence, Y occurs in at least 60% of deaths in which the precedence, X is a cause of 
death were mined. With this minimum confidence, 8 rules were generated with a minimum support of 0.0001 and 
21 rules with a minimum support of 0.00005. 

The top rule with a support of 356.4 deaths per 100,000 specifies that deaths with diabetes mellitus (E10-14) 
and cerebrovascular disease (I60-I69) listed tend to have hypertensive diseases (I10-I15) also listed. Rule #2 with 
support of 215.8 deaths per 100,000 specifies that deaths with other disorders of the skin and subcutaneous tissue 
(L80-L99) imply a high likelihood of having other bacterial diseases (A30-A49). The odds-ratio indicates that the 
likelihood that a death in which other bacterial diseases is a cause given that other disorders of the skin as well as 
subcutaneous tissue are present is 45.2 times the likelihood that such a death will not have other disorders of the 
skin as well as subcutaneous tissue. 

From rule #3, the presence of symptoms and signs involving circulatory and respiratory systems (R00-R09) 
together with symptoms and signs involving digestive and abdominal systems (R10-R19) are predictive of the 
presence of ill-defined and unknown causes of mortality (R95-R99). However, the lift and odds-ratio is relatively 
small compared to values for the other rules, indicating that the association between the precedent (X) and ante-
cedent may not be very strong.  

Rule #4 specifies that cerebral palsy and other paralytic syndromes (G80-G83) together with other disorders of 
the skin and subcutaneous tissue (L80-L99) are predictors of the presence of other bacterial diseases (A30-A49). 
The support of 25.4 deaths per 100,000, the lift (20.4) and odds-ratio (67.0) are very high, indicating a strong 
association between the LHS and RHS causes. Rule #6 specifies that deaths with diabetes mellitus (E10-14) to-
gether with other disorders of the skin and subcutaneous tissue (L80-L99) imply other bacterial diseases (A30- 
A49) with a support of 17.6. This is sub-rule to rule #2. All the rules in Table 3 have lift values and odds-ratios 
much greater than 1.0 indicating a highly positive association between the LHS and RHS causes.  

The Pearson chi-squared values were all very large with a minimum value of 195. Correspondingly, the fisher 
exact test probabilities were all less than 0.00001. Thus the association between the precedent and antecedent in 
each of the rules was highly significant. The hyper confidence values were all equal to 1.0 and the difference in 
confidence (doc), gini, coverage, improvement, leverage, phi and RLD statistics were all computed but did pro-
vide any additional diagnostic information. Hence these measures were computed but excluded from Table 3. 
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Table 3. Rules with confidence of 0.6 or higher sorted by support.                                                   

Rule# lhs rhs Support/100,000 Confidence Lift Odds-ratio Hyper-lift Conviction cosine 

1 {E10-E14, I60-I69} {I10-I15} 356.4 0.69 12.2 38.9 10.4 3.0 0.21 

2 {L80-L99} {A30-A49} 215.8 0.60 17.5 45.2 13.8 2.4 0.19 

3 {R00-R09, R10-R19} {R95-R99} 32.1 0.61 4.8 10.7 3.5 2.2 0.04 

4 {G80-G83, L80-L99} {A30-A49} 25.4 0.70 20.4 67.0 11.0 3.3 0.07 

5 {G80-G83, I10-I15} {I60-I69} 22.6 0.71 12.7 42.1 7.2 3.3 0.05 

6 {E10-E14, L80-L99} {A30-A49} 17.6 0.66 19.1 53.9 8.9 2.8 0.06 

7 {I10-I15, J60-J70} {I60-I69} 16.8 0.63 11.2 28.2 6.0 2.5 0.04 

8 {E10-E14, I20-I25, I60-I69} {I10-I15} 11.5 0.64 11.4 30.1 5.8 2.6 0.04 

9 {J10-J18, J95-J99, R50-R69} {D80-D89} 9.4 0.66 13.8 38.1 6.3 2.8 0.04 

10 {C81-C96, D70-D77} {A30-A49} 9.1 0.72 21.0 73.7 7.9 3.5 0.04 

11 {L80-L99, W00-X59} {A30-A49} 8.9 0.70 20.4 66.1 7.7 3.2 0.04 

12 {F10-F19, I26-I28} {J40-J47} 8.4 0.71 22.7 75.6 8.5 3.3 0.04 

13 {E10-E14, G80-G83} {I10-I15} 8.2 0.65 11.5 31.0 5.0 2.7 0.03 

14 {L80-L99, N17-N19} {A30-A49} 7.6 0.61 17.8 44.6 6.6 2.5 0.04 

15 {E40-E46, E70-E90, K50-K52} {D80-D89} 7.1 0.61 12.9 31.9 5.4 2.5 0.03 

16 {D80-D89, E40-E46, K50-K52} {E70-E90} 7.1 0.61 16.0 39.9 6.1 2.5 0.03 

17 {E10-E14, I60-I69, J60-J70} {I10-I15} 5.9 0.71 12.5 40.2 5.1 3.2 0.03 

18 {E10-E14, I10-I15, J60-J70} {I60-I69} 5.9 0.65 11.7 31.9 4.5 2.7 0.03 

19 {E10-E14, G80-G83, I60-I69} {I10-I15} 5.1 0.76 13.4 51.9 5.2 3.9 0.03 

20 {E10-E14, G80-G83, I10-I15} {I60-I69} 5.1 0.62 11.1 27.5 4.4 2.5 0.02 

21 {B25-B34, E70-E90, R50-R69} {A00-A09} 5.1 0.62 8.5 20.7 3.9 2.4 0.02 

4.3. Leading Pairs of Joint Causes of Death 
A total of 19 pairs of leading joint causes were generated with a minimum support of 0.005 (i.e. 5 deaths per 1000) 
as shown in Figure 2. 

As shown in Figure 2, the leading pair of joint causes of death was found to be metabolic disorders (E70-E90) 
and intestinal infectious diseases (A00-A09). Together, the pair contributed to 18.6 deaths per 1000. The second 
pair of joint causes, cerebrovascular diseases (I60-I69) and hypertensive diseases (I10-I15) together account for 
18.3 deaths per 1000. The 3rd leading pair consists of certain disorders involving the immune mechanism (D80- 
D89) and tuberculosis (A15-A19) which appear together on 15.4 deaths certificates per 1000. The 4th leading pair 
of joint causes is diabetes mellitus (E10-E14) and hypertensive diseases (I10-I15) which account for 14.0 deaths 
per 1000. The 5th and 6th pairs consist respectively of other viral diseases (B25-B34) and TB (A15-A19) which are 
responsible for 13.6 deaths per 1000 and HIV (B20-B24) with TB (A15-A19) contributing to 9.5 deaths per 
1000. All other joint pairs appear on less than 10 per 1000 deaths. 

Table 4 shows the association between the leading pairs of joint causes ranked with respect to support. The 
measures of interestingness presented include the support, which estimates the probability that a death would have 
both conditions listed as joint causes with or without additional causes; the prevalence which estimates probability 
that the rule will have the RHS condition as one of the causes and the coverage which gives an estimate of 
probability that a death would have the LHS condition listed as one of the causes. These are all expressed per 1000 
deaths for ease of interpretation.  

Among the top 20 rules, the maximum coverage value for the LHS conditions is 123.8 corresponding to rule 10,  
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Figure 2. Leading pairs of joint MCOD in South Africa—2008.                                

 
Table 4. Leading pairs of joint causes of death.                                                                 

Rank lhs 
(X) 

rhs 
(Y) 

Support 
P(X, Y) 
/1000 

Coverage 
P(X)/1000 

Prevalence 
P(Y)/1000 

Confidence 
P(Y/X) 

Conviction 
P(X/Y) 

Lift P(X, Y)/ 
[P(X)P(Y)] 

Odds  
ratio Chi-square Fishers-exact 

test 

1 {E70-E90} {A00-A09} 18.6 38.4 73.1 0.48 1.80 6.6 15.6 60539.0 0.000 
2 {I60-I69} {I10-I15} 18.3 56.0 56.4 0.33 1.40 5.8 11.5 49287.8 0.000 
3 {D80-D89} {A15-A19} 15.4 47.6 141.3 0.32 1.27 2.3 3.1 8247.5 0.000 
4 {E10-E14} {I10-I15} 13.9 35.7 56.4 0.39 1.55 6.9 13.9 46986.9 0.000 
5 {B25-B34} {A15-A19} 13.6 38.2 141.3 0.35 1.33 2.5 3.6 9067.5 0.000 
6 {B20-B24} {A15-A19} 9.5 25.2 141.3 0.38 1.38 2.7 3.9 7218.2 0.000 
7 {D80-D89} {J10-J18} 8.0 47.6 123.8 0.17 1.05 1.4 1.5 534.1 0.000 
8 {R00-R09} {R95-R99} 7.3 22.4 127.6 0.33 1.30 2.6 3.5 4979.4 0.000 

9 {R50-R69} {R95-R99} 7.3 27.5 127.6 0.26 1.19 2.1 2.6 2906.4 0.000 

10 {J10-J18} {A15-A19} 6.3 123.8 141.3 0.05 0.90 0.4 0.3 5739.9 0.000 

11 {J95-J99} {A15-A19} 6.3 32.2 141.3 0.20 1.07 1.4 1.5 489.7 0.000 

12 {A00-A09} {J10-J18} 6.2 73.1 123.8 0.09 0.96 0.7 0.6 662.7 0.000 

13 {D80-D89} {A00-A09} 6.1 47.6 73.1 0.13 1.06 1.7 1.9 1317.9 0.000 

14 {J95-J99} {J10-J18} 5.8 32.2 123.8 0.18 1.07 1.5 1.6 608.6 0.000 

15 {I20-I25} {I10-I15} 5.5 27.1 56.4 0.20 1.18 3.6 4.6 6680.5 0.000 

16 {I30-I52} {J10-J18} 5.4 83.7 123.8 0.06 0.94 0.5 0.5 1769.2 0.000 

17 {I30-I52} {A15-A19} 5.2 83.7 141.3 0.06 0.92 0.4 0.4 2843.9 0.000 

18 {E10-E14} {I60-I69} 5.2 35.7 56.0 0.15 1.10 2.6 3.1 3393.8 0.000 

19 {I20-I25} {I30-I52} 5.2 27.1 83.7 0.19 1.13 2.3 2.7 2557.6 0.000 

20 {B25-B34} {J10-J18} 5.0 38.2 123.8 0.13 1.01 1.0 1.1 7.2 0.004 

21 {B25-B34} {A00-A09} 4.9 38.2 73.1 0.13 1.06 1.8 1.9 1087.5 0.000 

22 {A00-A09} {A15-A19} 4.6 73.1 141.3 0.06 0.92 0.4 0.4 2402.8 0.000 

23 {P05-P08} {P20-P29} 4.4 10.5 13.8 0.41 1.69 30.0 73.5 76127.3 0.000 

24 {A30-A49} {J10-J18} 4.2 34.4 123.8 0.12 1.00 1.0 1.0 1.3 0.875 

25 {E10-E14} {I30-I52} 3.8 35.7 83.7 0.11 1.03 1.3 1.3 159.6 0.000 

26 {I10-I15} {I30-I52} 3.8 56.4 83.7 0.07 0.98 0.8 0.8 134.9 0.000 

27 {I20-I25} {E10-E14} 3.8 27.1 35.7 0.14 1.12 3.9 4.7 5188.5 0.000 
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while the highest value for prevalence is 141.3, corresponding to rule number 3, 5, 6, 10, 11 and 17. All of these 
rules have TB (A15-19) as the antecedent of the rule, hence the common prevalence value. The diseases mention 
in these rules are the best set of associated causes of death to TB in the data set. 

The chi-squared statistics for the top 20 pairs are all very large and the corresponding p-values for the fisher 
exact test are all quite small ( )0.005p < , suggesting highly significant associations between the pairs of causes. 
However, both of these statistics are influence by the large sample sizes involved. The odds-ratio and lift values 
suggest that not all of the associations may be interesting, since in some cases both statistics are close to 1. 

For the leading joint pair, the odds-ratio of 15.6 and lift value of 6.6 indicate a strong positive association. 
Similarly the lift for the next 5 leading pairs is 2.3 or greater, while the corresponding odds-ratios are 3.1 or greater. 
Thus these associations are all highly significant and positive. The lift of 1.4 and odds ratio of 1.5 for the 7th pair: 
certain disorders involving the immune mechanism (D80-D89) with influenza and pneumonia (J10-J18) suggest 
that the association is weak. Some of the associations have lift and odds ratios less than 1, such as the 10th, 12th, 
16th and 17th pairs. These lift and odds ratios indicate negative associations between the pairs. 

4.4. Leading Triplets, Quartets and Quintets of Joint Causes of Death 
Table 5 presents the leading triplets, quartets and quintets of joint causes of death. The leading triplets of joint 
causes consist of diabetes mellitus (E10-E14), cerebrovascular diseases (I60-I69) and hypertensive diseases (I10- 
I15) which together are responsible for 356 deaths in 100,000. All measures of interestingness are high, indicating 
a strong association among the causes involved. 

The second leading triplet consists of diabetes mellitus (E10-E14), Ischaemic heart diseases (I20-I25) and 
hypertensive diseases (I10-I15) which together accounted for 186 deaths in 100,000 while Certain disorders in-
volving the immune mechanism (D80-D89), Metabolic disorders (E70-E90) and Intestinal infectious diseases 
(A00-A09) are the 3rd leading triplets responsible for 143 deaths per 100,000. 

 
Table 5. Leading triplets, quartets and quintets of joint causes of death in South Africa in 2008.                                

Rule 
No 

LHS (X) 
triplets 

RHS 
(Y) 

Support 
P(X,Y) 

/100,000 

Coverage 
P(X) 

/100,000 

Confidence 
P(Y/X) Conviction Lift P(X,Y)/ 

[P(X)P(Y)] 

1 {E10-E14, I60-I69} {I10-I15} 356.4 519.7 0.69 3.00 12.17 

2 {E10-E14, I20-I25} {I10-I15} 186.1 375.6 0.50 1.87 8.79 

3 {D80-D89, E70-E90} {A00-A09} 143.2 352.1 0.41 1.56 5.57 

4 {E10-E14, I10-I15} {I30-I52} 101.0 1392.9 0.07 0.99 0.87 

5 {A00-A09, E70-E90} {J10-J18} 99.7 1860.4 0.05 0.93 0.43 

6 {B25-B34, E70-E90} {A00-A09} 92.8 217.2 0.43 1.62 5.85 

Quartets       
1 {E10-E14, I10-I15, I20-I25} {I30-I52} 18.8 186.1 0.10 1.02 1.21 

2 {E10-E14, I10-I15, I60-I69} {I30-I52} 11.9 356.4 0.03 0.95 0.40 

3 {E10-E14, I20-I25, I60-I69} {I10-I15} 11.5 18.0 0.64 2.64 11.39 

4 {A00-A09, B25-B34, E70-E90} {A15-A19} 10.1 92.8 0.11 0.96 0.77 

Quintets       
1 {I10-I15, I20-I25, I30-I52, I60-I69} {E10-E14} 1.0 1.5 0.3 1.3 8.0 

2 {A30-A49, I10-I15, I70-I79, Y40-Y84} {E10-E14} 0.8 1.6 0.6 2.6 17.5 

3 {A30-A49, E10-E14, I60-I69, L80-L99} {I10-I15} 0.8 2.0 0.4 1.5 6.3 

4 {A00-A09, A15-A19, E70-E90, I30-I52} {B25-B34} 0.8 2.3 0.2 1.2 5.4 

5 {A00-A09, A15-A19, B25-B34, E70-E90} {I30-I52} 0.8 2.5 0.1 1.0 1.0 
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The leading quartets of joint causes are shown in part 2 of Table 5. The first of these quartets contributed to 18.8 
deaths per 100,000 and consisted of diabetes mellitus (E10-E14), hypertensive diseases (I10-I15), ischaemic heart 
diseases (I20-I25) and other forms of heart disease (I30-I52). The second leading quartet of joint causes comprises 
diabetes mellitus (E10-E14), hypertensive diseases (I10-I15), cerebrovascular diseases (I60-I69), and other forms 
of heart disease (I30-I52).  

The precedent of these joint causes comprises of the 1st leading triplets of joint causes which had a support of 
35.6 deaths per 10,000 (i.e. 356.4 per 100,000) as shown under the coverage for rule 2 of the joint quartets.  

When ischaemic heart diseases (I20-I25) is replaced with cerebrovascular diseases (I60-I69) to get the second 
leading quartet, the association between other forms of heart disease (I30-I52) and the LHS set becomes negative 
(lift = 0.40). The chi-squared test is found to 72.0 on 1df indicating a strong negative association (p < 0.001). Thus, 
a medical explanation is required for the relationship between these causes.  

The 3rd leading quartet is similarly to the first 2. Indeed, the first 3 leading quartets all include diabetes mellitus 
(E10-E14) and hypertensive diseases (I10-I15) along with a combination of pairs of causes from: other forms of 
heart disease (I30-I52), cerebrovascular diseases (I60-I69) and ischaemic heart diseases (I20-I25). The fourth 
leading quartet is entirely different, comprising of intestinal infectious diseases (A00-A09), tuberculosis (A15- 
A19), other viral diseases (B25-B34) and metabolic disorders (E70-E90). This quartet is responsible for 10 in 
every 100,000 deaths. The lift value of 0.77 indicates that although these are leading joint causes, the presence of 
the other members (in the LHS) is inversely related to the presence of TB. 

While considering the quintet of joint causes of death, it should be recalled that only a small proportion (5.2%) 
of deaths in the database involved 5 causes. The leading quintet of joint causes accounts for just 1 in 100,000 
deaths as shown in the third part of Table 4. This comprises of the causes in the 3 leading quartets ({E10-E14, 
I10-I15, I20-I25, I30-I52, I60-I69}), which is therefore, not statistically surprising except for the fact that some of 
the causes are negatively associated as discussed in the preceding paragraph. 

5. Discussion 
This paper found that the leading single multiple cause of death in South Africa was TB (A15-A19) followed by 
ill-defined and unknown causes of mortality (R95-R99), influenza and pneumonia (J10-J18), other forms of heart 
disease (I30-I52) and intestinal infectious disease (A00-A09). This is consistent with the leading MCOD reported 
in [53], Table 4.15. HIV is mentioned on 2.5% of all death certificates and is the 19th ranked leading multiple 
cause of death. A study by [21] showed that when it is mentioned, HIV is almost always coded as the underlying 
cause of death. Hence it is not surprising that it is the 9th leading underlying cause of death in this data set as re-
ported in [53], Table 4.16. 

The rules shown in Table 3 were mined using traditional implementation of association rules techniques that is 
based on the support-confidence framework with minimum confidence set at 0.6. Hence these rules, ranked by 
support, represent the list of leading interesting associations among the causes of death in association rules ter-
minology.  

The leading rule in terms of support involves 3 causes: cebrovascular diseases (I60-I69), diabetes mellitus 
(I10-I15) and hypertensive diseases (E10-E14). All three causes are ranked outside the top 5 leading single mul-
tiple causes of death, indicating that their appearance in the most interesting rule is not a consequence of high 
prevalence in the population and should be of interest to researchers, public health and medical diagnosis. As 
reported in [53], these causes are ranked 4th, 5th and 10th underlying leading causes of death. The association in-
dicates that they tend to occur together. 

The association between other disorders of the skin and subcutaneous tissues (L80-L99) with bacteria diseases 
(A30-A49) is ranked as the second leading interesting rule even though neither is ranked in the top 10 leading 
underlying causes nor top 10 leading multiple causes of death. Only bacterial diseases, ranked #13, is among the 
top 20 leading MCOD. 

Among the three causes in rule #3, ill-defined and unknown causes of mortality (R95-R99) is ranked as the 
second leading cause of death, while symptoms of signs involving circulatory and respiratory systems (R00-R09) 
and symptoms of signs involving digestive and abdominal (R10-R19) are not ranked among the top 20. Similar 
analysis suggests that most of the leading interesting rules ranked by support are not a consequence of high a 
prevalence of the individual causes that constitute the rules. For example, although TB is by far the leading single 
MCOD as well as underlying cause, it featured for the first time in rule #39: {A15-A19, R47-R49} => {J95-J99} 
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(not shown) of the most interesting rules in Table 3. An analysis of this rule revealed that if a death certificate has 
TB (A15-A19) and symptoms & signs involving speech & voice (R47-R49) as a joint cause of death, then the odds 
that the certificate will also have other diseases of the respiratory systems (J95-J99) listed, are 56.8 times the odds 
that other diseases of the respiratory systems will not be listed.  

Leading Joint Causes of Mortality 
The leading joint causes of death in South Africa in 2008 have been determined and tabulated (Table 4 and Ta-
ble 5) in this study. The first leading pair of joint causes is found to be metabolic disorders (E70-E90) and intes-
tinal infectious diseases (A00-A09). Curiously, metabolic disorders do not appear along with any other cause 
among the top 20 pairs of leading causes. In fact, further analysis reveals that it next occurs with certain disor-
ders involving the immune mechanism (D80-D89) as the 30th leading pair that cause 3.5 per 1000 deaths, and as 
the 44th leading pair with influenza and pneumonia which as pair cause 2.9 deaths per 1000. Its association with 
certain disorders involving the immune mechanism is positive and moderate—with a lift value of 1.9 and an odds 
ratio of 2.1 while its association with pneumonia is also moderate but negative, with a lift of 0.6 and an odds ratio 
of 0.6. Its association with TB is also found to be negative, with a odds ratio and lift of 0.4. 

The second leading pair of joint causes consists of cerebrovascular diseases (I60-I69) and hypertensive dis-
eases (I10-I15) contributed 18.3 deaths per 1000. The 3rd leading pair consists of certain disorders involving the 
immune mechanism (D80-D89) and tuberculosis (A15-A19) contributing to 15.4 deaths per 1000. Hypertensive 
diseases together with diabetes mellitus are the fourth leading pair of joint causes of death, while hypertensive 
diseases with ischaemic heart diseases are the 15th leading pair of joint causes of death. Cerebrovascular diseases 
next appears with Diabetes mellitus (E10-E14) as the 18th leading pair.  

TB which is the leading single multiple cause of death and pneumonia which is the third leading cause of 
death both appear among 6 of the 20 leading pairs, but metabolic disorders which is the second leading cause, 
appears in only 2 of the 20 leading pairs of joint causes. Interestingly, while TB and HIV appear as the 6th lead-
ing pair and TB and pneumonia appear as the 10th leading pair, pneumonia and HIV do not appear among the 
20 leading joint pairs of causes. In fact, further analysis reveals that pneumonia and HIV appear as the 36th 
leading pair of multiple causes of death, and that their joint occurrence is purely due to chance. 

Among the leading quartets the first 3 conditions (diabetes mellitus, ischemic heart disease and hypertensive 
disease) are the same as the second leading joint triplets shown in part 1 of Table 5. The appearance of other forms 
of heart disease (I30-I52) on the RHS of the fourth leading triplet and the RHS of the first and second leading 
quartets is statistically surprising given that it only previously appeared among the 16th (with Influenza and 
pneumonia (J10-J18)) and 17th (with TB (A15-A19)) leading pairs of joint causes. Influenza and pneumonia does 
not appear with any forms of heart disease among the leading multiple causes in Table 5. TB appears on three of 
the 15 rules in Table 5, and in two of these rules (4th and 5th quintets) it is in association with other forms of heart 
disease.  

Traditional association rules mining results (Table 3) also failed to pick up this association because of the high 
minimum confidence threshold. The second and third quintets are quite interesting as each includes a cause that 
has not featured among any of the previous leading causes or joint causes. Further analysis revealed that one of the 
members of the second leading quintet, complications of medical and surgical care (Y40-Y84) appears as the 47th 
leading single MCOD in the database. Similarly, other disorder of the skin and subcutaneous tissue (L80-L99) 
which appears among the 3rd leading quintets of causes of death is the 54th single leading MCOD.  

6. Conclusions 
This study confirms the medical knowledge that TB and HIV are associated causes of death and as a pair are 
among the leading joint causes of death in South Africa. However, there are a number of more prevalent single 
causes, joint pairs as well multiple combinations of causes of death with higher prevalence and stronger associa-
tions than TB and HIV. Furthermore, although pneumonia has long been seen as an opportunistic infection with 
HIV, and indeed has been used as a case defining condition for HIV, no interesting rules involving influenza and 
pneumonia and HIV as joint causes where found. Indeed HIV appears among the leading joint causes with TB 
only.  

A possible explanation is that influenza and pneumonia are highly prevalent in this population, with bacterial 
pneumonia much more treatable than TB. It is possible that HIV infected persons tend to use medical facilities 
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more than the general population, and hence are more likely to seek treatment for other illnesses including op-
portunistic infections like pneumonia. As a result the prevalence of curable infections among HIV+ patients at 
the time of death may be lower than the prevalence of such conditions among the general population.  

The methodology advanced in this study has unveiled some interesting leading joint associations, leading 
pairs and multiple combinations of causes of death in South Africa in 2008. The strength of these associations 
suggests that they can be expected to be present in other years. A striking finding is that the leading joint triplets 
are mainly consisting of combinations of diabetes mellitus, hypertensive diseases, metabolic disorders and intes-
tinal infectious diseases occurring together with other causes such as cerebrovascular disease, ischaemic heart 
diseases and disorders involving the immune systems.  
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